Publication bias, sometimes known as the “file-drawer problem” or “funnel-plot asymmetry,” is common in empirical research. The authors review the implications of publication bias for quantitative research synthesis (meta-analysis) and describe existing techniques for detecting and correcting it. A new approach is proposed that is suitable for application to meta-analytic data sets that are too small for the application of existing methods. The model estimates parameters relevant to fixed-effects, mixed-effects or random-effects meta-analysis contingent on a hypothetical pattern of bias that is fixed independently of the data. The authors illustrate this approach for sensitivity analysis using 3 data sets adapted from a commonly cited reference work on research synthesis (H. M. Cooper & L. V. Hedges, 1994).
Publication Bias and Meta-Analysis

Although publication bias is thought to affect published research in general, and thus has consequences for the casual consumer of research results (Begg, 1985; Dawid & Dickey, 1977; Denton, 1987, 1990; Hedges, 1984; Hedges & Olkin, 1985), it is often discussed in the context of quantitative research synthesis or meta-analysis (e.g., Hedges, 1984). It is a particular concern for the meta-analyst, because meta-analytic results depend on the assumption that available studies are a random sample of all those that exist on the topic. If the studies available for synthesis are not representative, the validity of the conclusions is threatened. Given the potentially serious implications of publication bias, a number of authors have suggested strategies for eliminating or preventing bias, as well as statistical methods for detecting and correcting it in the context of meta-analysis.

Eliminating or Preventing Publication Bias

A number of promising ideas have been presented for the elimination and prevention of publication bias in the long term. For example, various concerned researchers have proposed the elimination of hypothesis testing (Begg & Berlin, 1989; Hubbard & Armstrong, 1997; Nunnally, 1960), a priori peer review and failure to publish studies with inadequate sample sizes (Newcombe, 1987), development of a more positive attitude toward nonsignificant results (Greenwald, 1975; Rennie & Flanagan, 1992), and improvement of the peer-review and publication processes (Higginson, 1987; Iyengar & Greenhouse, 1988; Mahoney, 1977; Newcombe, 1987; Smart, 1964; Sterling et al., 1995; Wolff, 1973). However, not all of these ideas are popular, and even if steps were taken, it would be many years before all of the relevant literature one might want to synthesize could be free from the threat of publication bias. Techniques for conducting meta-analyses that involve excluding studies based on sample size (e.g., Begg & Berlin, 1988; Kraemer, Gardner, Brooks, & Yesavage, 1998), registration status (Simes, 1986, 1987), publication status (e.g., Sohn, 1996), or methodological quality (e.g., Greenwald & Russell, 1991) are controversial and may introduce other kinds of bias. Thus, additional ideas for coping with publication bias are needed.

Assessing Publication Bias

Numerous statistical procedures have been developed to test whether a sample of identified studies is biased or to assess the impact of any such bias. Most are based on the assumption that, for a given substantive area, studies with small samples should yield a relatively wide range of effect sizes, whereas studies with large samples should yield an effect near to the population effect size. Thus, if a collection of published effect sizes includes few small studies with small effects, it may be the result of a bias against statistically nonsignificant findings. Bias against significant findings is rarely mentioned in this literature but also could be tested with most of the methods reviewed here.

Fail-safe n and related procedures. One common approach to assessing whether publication bias is a problem in a particular data set is to estimate the number of unidentified studies that would be required in order to alter the conclusions (Rosenthal, 1978). This was the purpose of Rosenthal’s (1978, 1979) fail-safe n, designed for use with synthesized probability values. The test was based on the assumption that unidentified studies had a one-tailed probability value of .5 and an effect size equal to 0. These two assumptions are problematic because meta-analysts often are interested in effect sizes, rather than probability values, and the missing effect sizes are unlikely to be zero (just as the missing probability values are unlikely to be .5). Accordingly, the fail-safe n has been modified for use with effect sizes, which can be nonzero (Ashworth, Osburn, Callender, & Boyle, 1992; Orwin, 1983). Iyengar and Greenhouse (1988) addressed the issue by altering the original formula to reflect the assumption that unpublished studies are a sample from an appropriately truncated normal distribution.

Two newer procedures have been developed, which are similar to the fail-safe n but differ because what is estimated is the number of missing studies, rather than the number of studies that would reverse meta-analytic conclusions (Gleser & Olkin, 1996; Silliman, 1997). One technique provides a statistical test for whether the n missing studies would overturn conclusions, which is more objective than the fail-safe n; however, it also assumes that the null hypothesis is true, and it has not been modified for use with effect sizes rather than probability values (Gleser & Olkin, 1996).

Several weaknesses limit the utility of the procedures that are related to the fail-safe-n approach. Some of the approaches simply ask the wrong question for the purposes of most meta-analyses: Combining probability values is less generally relevant than it once was thought to be. Improved methods that focus on effect size may require that researchers guess the effect sizes of file-drawer studies based on published research (or intuition), and there is no way to verify the accuracy of the estimate. The number of studies that are unobserved or that would reverse conclusions is of less interest than the bias present in the data one has (Givens, Smith, & Tweedie, 1997b). The methods cannot incorporate models for heterogeneity and, hence, are likely to mislead when heterogeneity is present. The fail-safe-n procedures have been criticized for being atheoretic and frequently subject to misinterpretation. For all of those reasons, as well as others (Becker, in press), the use of methods related to the fail-safe n should be avoided.
**Funnel plots and related procedures.** Another approach to detecting publication bias is to determine, among a group of identified studies, the proportion with both a small sample and a small effect size. One well-known graphical technique is Light and Pillemer’s (1984) funnel plot, a scatter plot of effect size graphed against sample size (or an expression of sampling uncertainty such as standard error or conditional variance, e.g., Vevea & Hedges, 1995) that is centered on the true population effect size. If there is no publication bias, the point cloud is funnel shaped, reflecting the greater variability of the effect-size estimates from small studies. In the presence of publication bias, the plot will lack symmetry. If the true population effect size is nonzero, the part of the graph where the effects and the samples are both small is sparse. If the true population effect size is near zero, and publication bias has favored both positive and negative significant results, a plot indicative of publication bias is hollow around effect size zero for all but very large samples. (For large samples, even very small effects may be significant.) If publication bias is one-tailed,1 and the true effect (For large samples, even very small effects may be significant) interpretation is often problematic. If publication bias is one-tailed, and the true effect is zero (or near zero), the plot appears sparse for small-sample studies with effects above zero, and it is also truncated below zero.

Interpretation of funnel plots can be difficult, but some researchers have developed methods aimed at aiding interpretation (Berlin, Begg, & Louis, 1989; Egger, Smith, Schneider, & Minder, 1997), and others have introduced procedures based on the same principles as the funnel plot, but with more objective criteria for the presence of bias (e.g., Begg, 1994; Begg & Mazumdar, 1994; Copas, 1999; Copas & Li, 1997; Wang & Bushman, 1998). However, all of these funnel-plot-related procedures can be misleading when the magnitudes of effects depend on study characteristics. Figure 1 illustrates this phenomenon. The first panel shows an evidently biased simulated meta-analytic data set. The asymmetry may not be immediately apparent: Funnel plots can be subtle. However, a close examination will reveal a tendency for studies with weights in the vicinity of 100 to be large; moreover, the upper tail of the plot stretches further in the positive direction than the lower tail does in the negative direction. The second panel reveals that the apparent bias is an artifact of the superimposition of effects drawn from two distinct populations.2 Funnel plots, then, are sometimes useful tools for bias detection, but their interpretation is often problematic, and they leave open the question of how to proceed if publication bias is suspected.

**Correcting for Publication Bias**

Two primary methods are currently available that yield an average effect-size estimate corrected for publication bias. As we explain, the merits of each method depend on the circumstances for their use.

**Trim and fill.** Following the identification of a biased-looking funnel plot, Duval and Tweedie’s (2000a, 2000b) trim-and-fill procedure can be used to estimate an average effect size that is, subject to the assumptions of the method, corrected for publication bias (Duval & Tweedie, 2000a, 2000b; Sutton, Duval, Tweedie, Abrams, & Jones, 2000). Trim and fill is a procedure by which the number (k) of studies missing from the truncated part of a biased funnel plot is estimated. Next, the k studies with the largest effects are reflected onto the negative side of the funnel plot, so that k artificial studies with small effect sizes are added to the data set. A new mean effect size is then calculated, which leads to a new estimate of the number of missing effects. The process iterates until no further changes are observed. Finally, a new effect-size estimate is calculated based on the original data set with the new phantom studies added in. This final estimate is interpreted as the average (weighted) effect-size estimate corrected for publication bias.

Trim and fill is advantageous because it can be applied to small data sets; however, it requires the strict assumption that all suppressed studies are those with the most negative effect sizes. If this assumption is inaccurate, the “corrected” effect-size estimate will be inaccurate. Also, the trim-and-fill method cannot estimate predictive models for effect size (analysis-of-variance- and regression-like models in which effect sizes are the dependent variable), and the method can lead to spurious adjustments for publication bias if effects are heterogeneous (Terrin, Schmid, Lau, & Olkin, 2003).

**Weight-function models of publication bias.** A second method for correcting bias avoids the assumption of strict determinacy in the order in which effects are missing, but the cost of flexibility is that a large sample (e.g., 100 or more studies)3 is needed for reliable estimates. In weight-function models of publication bias, the weights represent the process by which some studies are more likely to be published than others, based on study characteristics like statistical significance. Specific assumptions associated with
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1 By *one-tailed* as opposed to *two-tailed*, we do not imply that primary researchers used one-tailed significance tests, but, rather, that rejections of a null hypothesis in a certain direction are more available than both nonsignificant results and rejections of the null hypothesis in the unanticipated direction.

2 In this article, funnel plots portray effect sizes on the y-axis and fixed-effects weights on the horizontal axis. This is essentially the same as plotting effect size against sample size.

3 It is often possible to estimate the Vevea and Hedges (1995) weight model with fewer than 100 effect sizes. However, to do so, one must reduce the number of weights used to describe the selection function. Under such circumstances, the resulting statistical estimates of effect size may vary depending on the exact locations of probability value cutpoints.
the weight function vary from one model to another. Earlier models used the method of maximum likelihood (ML) to estimate parameters (e.g., Dear & Begg, 1992; Hedges, 1984, 1992; Hedges & Olkin, 1985; Iyengar & Greenhouse, 1988; Patil & Taillie, 1989; Vevea & Hedges, 1995); more recent models have incorporated Bayesian priors and estimation methods such as Gibbs sampling, the Metropolis algorithm, and Monte Carlo integration (e.g., Cleary & Casella, 1997; Givens, Smith, & Tweedie, 1997a; Larose & Dey, 1998; Silliman, 1997).

Weight function models may include statistical tests for publication bias (e.g., chi-square, likelihood ratio, rank cor-

Figure 1. A: Funnel plot of simulated effect sizes against fixed-effects weights, showing funnel-plot asymmetry. B: Funnel plot of simulated effect sizes against fixed-effects weights, showing funnel-plot asymmetry due to mixing two populations, designated 1 and 2.
relation) and use a step function for the weight function, which takes on different values at different probability values (Dear & Begg, 1992; Hedges, 1992; Vevea & Hedges, 1995). What they have in common is the ability to detect apparent publication bias and the ability to provide an adjusted estimate that (subject to the assumptions of the model’s being correct) offers a better sense of what the true effect is. However, they perform best in situations where there is a great deal of information about the selection process, and that usually means meta-analyses with many (i.e., 100 to several hundred) individual effects.

One recently proposed weight-function model (Copas, 1999; Copas & Li, 1997; Copas & Shi, 2000) assumes that selection depends on both the standard error of the effect-size estimate and the magnitude of the estimated effect. The model represents the probability of selection through two parameters that form a regression-like function, in which an intercept and a slope determine the minimal probability of selection and the rate of increase in the likelihood of selection as the standard error decreases. Although the parameters that represent selection are estimable, the authors proposed a sensitivity-analysis approach in which plausible values are assessed, and the impact on the meta-analytic estimate can be gauged. The idea of assuming a particular form for a selection function that cannot be estimated, and varying that form as part of a sensitivity analysis, provides the inspiration for the method proposed in this article. We apply the same idea to the Vevea and Hedges (1995) model under circumstances in which that model’s weights cannot be estimated because of sparse data.

Sensitivity Analysis Using Weight-Function Models

One limitation of both the trim-and-fill and the weight-function technique is that the result is only as correct as the assumptions that underlie it. Because the publication process is unobserved, theoretical, and likely different for different substantive areas, flexibility is desirable in a correction technique. The model proposed by Vevea and Hedges (1995) probably allows the greatest variety of possible forms for the selection function (subject to the assumption that the selection function is constant over fixed probability value ranges and depends only on the probability value). However, as was noted earlier, this method requires large data sets for stable estimates of the weight function and thus can be difficult to apply to small-scale meta-analyses.

In the current article, we present a modification of the model that can be used in situations in which the number of effects does not support the accurate estimation of the weights. The approach allows the analyst to incorporate linear predictors. This is an important feature, because funnel-plot asymmetry that is indistinguishable from significance-based publication bias can be produced if studies that belong to a distinct population with a larger true effect tend to have small sample sizes. The strategy used in the new method is to adopt the model put forth by Vevea and Hedges (1995) but, rather than estimate the weight function, instead impose a set of fixed weights determined a priori and chosen to represent a specific form and severity of biased selection. The strategy, then, is similar to the Copas (1999) model, in that the problem of an inestimable weight function is circumvented by assessing the impact of various forms of selection as part of a sensitivity analysis. By applying a sequence of such models with various sets of weights that represent different types and severities of selection, the analysts may be able to satisfy themselves that the meta-analytic model is robust to the effects of selection.

In this article, we specify the model, discuss estimation, and present examples of its application to real data sets. Code written for the S-PLUS computing environment is supplied on the Psychological Methods Web site for readers who wish to use the method (see http://dx.doi.org/10.1037/1082-989X.10.4.428.supp).

Model and Notation

It is convenient to think of the statistical model in two parts: a model for effect sizes and a model for the selection process. This division parallels the presentation in Vevea and Hedges (1995), but the statistical model differs in two important respects. First, the explanatory model for effect sizes may be a fixed- or a random-effects model. Second, whereas in the previous formulation the model for the selection process involved parameters to be estimated, now these same parameters are specified to have particular values, so that the effects on the explanatory model of various possible selection patterns may be assessed.

Model for effect sizes. We use the usual formulation of the meta-analytic explanatory model. Let $T_i, T_2, \ldots, T_n$ denote the effect-size outcomes (e.g., correlations, standardized differences between means, log-odds ratios) from $n$ studies, such that $T_i \sim N(\theta, \sigma_i^2)$, where $\sigma_i^2$ is the approximately known conditional variance of the effect size. The parameter $\theta_i$ may be thought of in different ways, depending upon the exact nature of the model. In the simplest case, $\theta_i = \theta$ for all $i$, and we have a fixed-effects model, which assumes a single common true effect for all studies. Next, we may allow $\theta_i$ to be the outcome of a linear equation involving study characteristics (i.e., in matrix form, $\theta = X\beta$, where $X$ is a design matrix of known study characteristics, and $\beta$ is a vector of regression coefficients). The result is a fixed-effects model with covariates, in which we assume a distinct common true effect for each study with an identical combination of known covariates.

Either of those models may be modified by thinking of the parameter $\theta$ as representing the mean of a distribution of effects. It is customary (and often reasonable) to assume a normal distribution of effects, so that $T_i \sim N(\theta, \sigma^2 + \tau^2)$,
where $\tau^2$ is a between-studies variance component. The total variability of $T_i$ now includes a component $\sigma^2$ that quantifies variation associated with the sampling of persons or other primary units into the study, as well as the variance component $\tau^2$, which quantifies variation that arises from the sampling of the study’s population from a distribution of possible populations. When $\theta_i$ has a common value $\theta$, for all $i$, this is the simple random-effects model. In that case, $\theta_i$ represents the mean of a distribution of random effects that is normal with variance $\tau^2$. When $\theta_i$ is the outcome of a linear model, the result is the random-effects analog of a fixed-effects model with covariates, often called a mixed-effects model. In that situation, we think of the intercept in the linear model ($\beta_0$) as the mean of a normal distribution of possible population intercepts. As was the case in the simple random-effects model, the intercept in a particular study has variability arising both from the sampling of primary units into the study ($\sigma^2$) and the variance component ($\tau^2$) that describes variation in the hyperpopulation of intercepts from which the study was sampled. (For further information on mixed- and random-effects models, see Hedges & Vevea, 1998; Hunter & Schmidt, 2000; Raudenbush, 1994).

Model for selection. We saw earlier that models that estimate the effects of selection on the meta-analysis often use a form of weighted distribution theory (e.g., Dear & Begg, 1992; Hedges, 1992; Iyengar & Greenhouse, 1988; Vevea & Hedges, 1995). Given a density $f(x)$ and a non-negative weight function $w(x)$, the function

$$w(x)f(x) \int w(x)f(x)dx$$

will be a density that represents the original density weighted by $w(x)$. For our purposes, $f(x)$ is the normal density appropriate for the model for effect sizes that we intend to use. Vevea and Hedges proposed a step function for $w(x)$ that depended on the magnitudes and variances of the individual effect sizes through their one-tailed probability values.\footnote{The use of one-tailed probability values in the model in no way implies that one-tailed tests were conducted in the original analysis. A selection function that behaves as if it were based on two-tailed tests can easily be specified in terms of one-tailed probability values, by considering cutpoints such as .950, .990, .995, and so on, in addition to cuts at .05, .01, or .005. In practice, however, when the weights are to be estimated, there will usually be sufficient effect sizes to allow the estimation of weights only in one tail of the distribution.}

That is, they let

$$w(p_i) = \begin{cases} 
\omega_1 & \text{if } 0 < p_i \leq a_1; \\
\omega_2 & \text{if } a_j - 1 < p_i \leq a_j; \text{ and} \\
\omega_k & \text{if } a_{k-1} < p_i \leq 1,
\end{cases}$$

with $a_1, \ldots, a_k$ representing cutpoints set at prespecified locations. The quantity $p_i$ was the one-tailed probability value of the $i$th study, approximated by $1 - \Phi(T_i/\sigma)$, where $\Phi(z)$ denotes the normal cumulative distribution function evaluated at $z$. The weights $\omega_2, \ldots, \omega_k$ were regarded as parameters to be estimated. (The first weight was fixed at 1.0 to address an indeterminacy.) The weight function was combined with the normal density appropriate to the chosen model for effect sizes (random- or mixed-effects) through Equation 1. The parameters $\theta_i$ (for a random-effects model) or $\beta$ (the vector of regression coefficients for a mixed-effects model), $\tau^2$, and $\omega$ (the vector of weights) were estimated simultaneously by ML. Most often, no more than 10 distinct weights were used, and the cutpoints were set at psychologically important probability values such as .001, .01, .05, or .50.

The vector of weights is extremely difficult to estimate. Accordingly, although the method works well for large meta-analyses such as the examples presented in Vevea and Hedges (1995) or Vevea, Clements, and Hedges (1993), it is difficult to apply to meta-analyses with fewer than, say, 100 to 200 studies. Typically, one wants at least 10 to 15 studies observed within each probability value interval in order to estimate the weights adequately. Hence, for a meta-analysis with only 30 effects, one would be limited to no more than two probability value intervals, which imposes an unrealistically simple structure on the selection function. We now propose a modification of the approach, in which the weights themselves are set at prespecified values, along with the probability value cutpoints, and the parameters of the model for effect sizes are estimated by ML, conditional on the weights. A disadvantage of this approach is that we may no longer regard the estimates of the effect-size model parameters as good estimates of the parameters as they would exist in the absence of publication bias. Rather, we view them as reasonable estimates if the publication selection function looked exactly as we have specified it. That restriction may seem unreasonable to some readers. We argue, however, that a conventional meta-analysis implicitly does exactly the same thing, with the often implausible specification that the weights are all 1.0. If we estimate the effect-size model under that restriction, and then reestimate it applying a set of weights that represents a plausible pattern of probability-value-based selection, and we find that the estimates are severely attenuated, there is cause for concern. On the other hand, if we apply a variety of reasonable sets of weights representing various different patterns of selection (perhaps guided by the appearance of a funnel plot), and the estimates of the effect-size model parameters are never much affected, we are in a strong position to make the claim that it is unlikely our conclusions are primarily due to publication bias.

If we apply our weight function to the most general model for effects (the mixed-effects model), using Equation
and if we assume that the \( n \) individual effects are independent, we get the joint density

\[
f(T|\beta, \tau^2; X, \sigma, w)
\]

\[
= \prod_{i=1}^{n} \int \frac{w(T_i, \sigma_j)}{\sqrt{2\pi(\sigma_j^2 + \tau^2)}} \exp(-1/2(T_i - X_i\beta)^2/(\sigma_j^2 + \tau^2))dT_i,
\]

(3)

Other models for effects (i.e., the simple fixed-effects model, the fixed-effects model with covariates, and the simple random-effects model) may be considered as restricted cases of the mixed-effects model. For example, if we set the variance component to zero, we have the fixed-effects model with covariates. If we remove that restriction on the variance component but impose an intercept-only linear model for effects, we have the simple random-effects model. Thus, from Equation 3, we may derive a function proportional to a general log-likelihood for all of the effect-size models,

\[
L(\beta, \tau^2|T; \sigma, X, w)
\]

\[
= \sum_{i=1}^{n} \int \frac{\log(w(T_i, \sigma_j))}{\sqrt{2\pi(\sigma_j^2 + \tau^2)}} - 1/2(T_i - X_i\beta)^2/(\sigma_j^2 + \tau^2) dT_i.
\]

(4)

Following Vevea and Hedges (1995), we can simplify this by noting that the integral in the denominator may be treated as a probability-weighted sum over the discrete probability value intervals. Let

\[
B_j(\beta, \tau^2; X, \sigma_j^2) = \begin{cases} 
1 - \Phi(b_{j-1} - X_i\beta)/\sqrt{\sigma_j^2 + \tau^2} & \text{if } j = 1; \\
\Phi(b_{j-1} - X_i\beta)/\sqrt{\sigma_j^2 + \tau^2} - \Phi(b_j - X_i\beta)/\sqrt{\sigma_j^2 + \tau^2} & \text{if } 1 < j < k; \\
\Phi(b_{j-1} - X_i\beta)/\sqrt{\sigma_j^2 + \tau^2} & \text{if } j = k,
\end{cases}
\]

(5)

where \( b_{ij} \) is the left endpoint of the range of effect sizes that would fall within the \( j \)th probability value interval for the \( i \)th study. That is, \( B_j \) is the probability that a normally distributed random variable with mean \( X_i\beta \) and variance \( \sigma_j^2 + \tau^2 \) will fall into the \( j \)th probability value interval and hence be assigned a weight of \( w_j \). We then Equation 4 may be expressed as

\[
L(\beta, \tau^2|T; \sigma^2, X, w)
\]

\[
= -\frac{1}{2} \sum_{i=1}^{n} \log(\sum_{j=1}^{k} w_j B_j(\beta, \tau^2; X, \sigma_j^2)) - \frac{1}{2} \sum_{i=1}^{n} \log(\sigma_i^2 + \tau^2) - \frac{1}{2} \sum_{i=1}^{n} \log(\sigma_i^2 + \tau^2)
\]

This expression is simpler than Vevea and Hedges’s (1995) formulation, because terms involving only the weight function and not other parameters are constant and thus may be dropped. Parameter estimates may be obtained by maximizing Equation 6. The details of estimation are presented in the Appendix.

**Examples of the Method**

The data used for the examples presented here are taken from Cooper and Hedges (1994). In each case, we present a brief description of the data set and give the results of a conventional analysis. We then apply a sequence of four hypothetical weight functions representing different degrees and forms of possible selection. Finally, we describe how one might interpret the sensitivity analysis.

For clarity of presentation, we apply the same four sets of weights to each data set. In practice, one would want to apply a wider range of trial functions, and one might wish to speculate on a likely weight function, given what one observed in a funnel plot. For example, if a funnel plot showed a sudden marked sparseness of negative effects, one might consider dramatically lower weights for probability values above .50. Here, we label the weight functions by the terms moderate one-tailed selection, severe one-tailed selection, moderate two-tailed selection and severe two-tailed selection. The specific weights and probability value cutoffs that constitute each of those conditions are presented in Table 1. These are merely examples and should not be regarded as canonical. However, they are based on typical estimated weight functions observed in applications of the Vevea and Hedges (1995) model. Most empirically estimated weight functions resemble the one-tailed selection patterns.

**Validity of student ratings.** The first illustrative data set (see Table A.3 in Cooper & Hedges, 1994) consists of 20 correlations between student ratings of instructors and subsequent exam performance. The data, taken from Cohen (1983), are limited to correlations based on samples of size 10 or greater. The students were participants in multisession courses in which a common examination was shared across sections. The subject domains of these courses were quite diverse, including psychology, mathematics, engineering, languages, and hard sciences. Figure 2 depicts a funnel plot for the data set. The plot appears to exhibit symmetry, so that it would not cause concern about publication bias. We
applied Fisher’s r-to-z transformation and estimated a simple random-effects model.

The ML estimate of the mean of the population of transformed correlations was 0.38 ($SE = 0.044$), with a variance component of 0.001 ($SE = 0.014$). Transformed back to the original metric of Pearson’s product–moment correlation, a 95% confidence interval for the mean correlation would range from .29 to .44, and the point estimate would be .36. From that starting point, we begin our sensitivity analysis.

Table 2 shows the estimates in the Fisher metric with standard errors and shows the comparison to estimates under the four weight-function scenarios. Note that standard errors are not presented for the adjusted estimates. This is to highlight the idea that the adjusted estimates should not be viewed as legitimate estimates in their own right; rather, they would be good estimates if the true selection function were exactly as we have specified, but we have no idea how closely or distantly the actual selection function might resemble the ones we are trying. The researcher conducting the sensitivity analysis, then, should focus not on the particular estimates obtained, but, rather, on the question of how much those estimates move as different weight functions are specified. (If one did require standard errors that were accurate subject to the assumption that the weight function is correctly specified, they could be obtained analytically by inserting corrected parameter values into the Hessian matrix and inverting; however, we do not advocate this practice, as the weight function can never be considered correct.)

When we imposed the weight function denoted moderate one-tailed selection (see Table 1, column 1), the effect was to adjust the estimated mean transformed correlation to .35; see the second row of Table 2. This represents an attenuation of the estimate by about 3% of the original value. The estimated variance component increased to
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**Table 1**

Specification of Weights in the Sample Analyses

<table>
<thead>
<tr>
<th>$p$ interval</th>
<th>Moderate one-tailed selection</th>
<th>Severe one-tailed selection</th>
<th>Moderate two-tailed selection</th>
<th>Severe two-tailed selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>.000–.005</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>.005–.010</td>
<td>.99</td>
<td>.99</td>
<td>.99</td>
<td>.99</td>
</tr>
<tr>
<td>.010–.050</td>
<td>.95</td>
<td>.90</td>
<td>.95</td>
<td>.90</td>
</tr>
<tr>
<td>.050–.100</td>
<td>.90</td>
<td>.75</td>
<td>.90</td>
<td>.75</td>
</tr>
<tr>
<td>.100–.250</td>
<td>.80</td>
<td>.60</td>
<td>.80</td>
<td>.60</td>
</tr>
<tr>
<td>.250–.350</td>
<td>.75</td>
<td>.50</td>
<td>.75</td>
<td>.50</td>
</tr>
<tr>
<td>.350–.500</td>
<td>.65</td>
<td>.40</td>
<td>.60</td>
<td>.25</td>
</tr>
<tr>
<td>.500–.650</td>
<td>.60</td>
<td>.35</td>
<td>.60</td>
<td>.25</td>
</tr>
<tr>
<td>.650–.750</td>
<td>.55</td>
<td>.30</td>
<td>.75</td>
<td>.50</td>
</tr>
<tr>
<td>.750–.900</td>
<td>.50</td>
<td>.25</td>
<td>.80</td>
<td>.60</td>
</tr>
<tr>
<td>.900–.950</td>
<td>.50</td>
<td>.10</td>
<td>.90</td>
<td>.75</td>
</tr>
<tr>
<td>.950–.990</td>
<td>.50</td>
<td>.10</td>
<td>.95</td>
<td>.90</td>
</tr>
<tr>
<td>.990–.995</td>
<td>.50</td>
<td>.10</td>
<td>.99</td>
<td>.99</td>
</tr>
<tr>
<td>.995–1.000</td>
<td>.50</td>
<td>.10</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
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**Figure 2.** Funnel plot of student rating effects against fixed-effects weights.

---

**Table 2**

Results for Validity of Student Ratings

<table>
<thead>
<tr>
<th>Selection condition</th>
<th>Transformed correlation</th>
<th>Variance component</th>
</tr>
</thead>
<tbody>
<tr>
<td>No selection</td>
<td>0.38 ($SE = 0.044$)</td>
<td>0.001 ($SE = 0.014$)</td>
</tr>
<tr>
<td>Moderate one-tailed</td>
<td>0.35</td>
<td>0.002</td>
</tr>
<tr>
<td>Severe one-tailed</td>
<td>0.32</td>
<td>0.005</td>
</tr>
<tr>
<td>Moderate two-tailed</td>
<td>0.35</td>
<td>0.002</td>
</tr>
<tr>
<td>Severe two-tailed</td>
<td>0.32</td>
<td>0.004</td>
</tr>
</tbody>
</table>
Thus, if a pattern of selection that tended to favor the publication of significant positive effects had been present (as specified in Table 1), and the data at hand represented the effects that had survived that process, our estimate of the population mean effect would not be substantially altered. If we impose the weight function denoted severe one-tailed selection, in which only a small fraction of large negative correlations survive and fewer than half of any correlations near zero are observed, the picture is quite similar; the reduction in the magnitude of the estimated mean correlation is only about 12% of the original estimate. Similar results hold for two-tailed selection patterns (i.e., in which correlations near zero are less likely to be observed, but significant correlations in either direction are favored). The adjusted estimates appear in the third and fourth rows of Table 2. In no case is the estimated mean transformed correlation moved below 0.32.

All of these outcomes are consistent with the idea that it would be difficult to explain the positive result of the original meta-analysis by arguing that it occurred because of publication bias. In actual practice, we would probably try a larger variety of putative weight functions in our sensitivity analysis; the four we have chosen serve merely to illustrate the procedure. What is clear for this data set, though, is that unless one were to impose a weight function that made correlations with moderate probability values extremely unlikely to survive the publication process, the model would not greatly alter our belief about the true effect magnitude. The result provides support for our initial assessment based on the funnel plot. In a paper that incorporates this meta-analysis, we would report the original, unadjusted values for the correlation and variance component; we would note that under sensitivity analysis using a priori weight functions, the estimate proved quite robust, so that it was unlikely that publication bias is an important counterexplanation for the finding.

**Teacher expectancy studies.** Next, we consider a slightly more complicated example, in which we use a model with a categorical moderator of effect size (see Table A.2 in Cooper & Hedges, 1994). The data, originally taken from an article by Raudenbush and Bryk (1985), were the basis for an examination of experiments in which it was suggested to teachers that a randomly selected group of students was intellectually gifted. The 19 effect sizes are standardized mean differences on a performance task, comparing the treatment group with a control group of students who were not identified as gifted. It is likely that teachers who have had extensive contact with their students before the supposedly gifted students are identified will have already formed strong impressions of their students’ abilities. Accordingly, estimated time of contact prior to the manipulation was considered as a covariate. A scatter plot of effect size against time of contact appears to show that 2 weeks is a critical juncture, and that among teachers who have known their students for less than that period, impressions are more subject to manipulation. We therefore created a categorical variable that identified whether prior contact exceeded 2 weeks’ duration. (The data set included 8 effects for which the contact exceeded 2 weeks and 11 short-term effects.) A funnel plot for the data set appears in Figure 3. Initially, the plot appears highly asymmetrical. However, at least part of that asymmetry may be caused by the superimposition of the two types of effect; note that the effects from studies with long-term contact do not appear asymmetrical.

Initially, we fitted a random-effects model that estimated an intercept, a coefficient associated with long-term contact, and a variance component. ML estimates of the model parameters assuming no publication bias resulted in an estimate of 0.0 for the variance component. This is consistent with a homogeneous data set; however, the standard error for the variance component is invalid because the estimate of 0.0 is a border condition. We performed a residual homogeneity test from a conventional fixed-effects moderator analysis; the result was $Q_{17} = 22.81$, $p = .16$. Hence, we assumed homogeneity and changed to a fixed-effects analysis. Table 3 presents results of the fixed-effects analysis. The first two numeric columns of the table list estimates of the intercept and the coefficient for longer contact under each selection scenario. In the last two columns, we see predicted expectancy effects for teachers with no prior contact and for teachers with prior contact.5 When the moderate one-tailed selection pattern is imposed, the estimated intercept and slope change modestly, resulting in a predicted value for the no-contact condition that is attenuated by about 15%. For cases in which the contact was longer, the change is about 50% of the originally predicted value, although the prediction is still a negligible effect. When we assume severe one-tailed selection, the predicted value for the no-contact condition is about 30% lower than the original prediction, and the model prediction for the contact condition is 133% lower than the original value. The pattern is similar for two-tailed selection.

Although some of these changes might not dramatically alter our perceptions of teacher expectancy, the fact that the estimates can be changed more easily and by larger relative amounts than in the first example is cause for concern. Indeed, under the severe one-tailed condition, the estimates might even be said to overturn our original conclusion, because we have moved from perceiving a small effect for one condition and a negligible effect for the other to a suggestion of small-to-negligible effects (in opposite direc-

---

5 Confidence intervals for these predictions could be easily obtained. However, they would require that the analyst take into account the covariance between estimated slope and estimated intercept, a complication that we prefer not to address in the present context.
sions) for both conditions. Under the circumstances, then, although we would probably stand by our initial conclusion that there is some evidence of expectancy effects for the short-duration condition, we would have less confidence in the value of our estimate, because it clearly could have been affected by the problem of publication bias. In a paper that incorporates the meta-analysis, our attention would focus primarily on the no-contact effect. We would mention that a sensitivity analysis using a priori weight functions suggested that the true effect is likely to be somewhat lower (perhaps even by as much as 30%) than the conventional estimate. However, we would note that this most extreme result is probably too extreme, as it predicts a negative effect when there was previous contact, which is not reasonable. Hence, we would argue that there is support for a modest positive effect that is probably somewhat smaller than the original estimate.

Gender differences in conformity. In our final example (Table A.1 in Cooper & Hedges, 1994), we consider a model with a continuous covariate. The effects represent gender differences in studies of conformity that were conducted by informing participants that a normative group had responded to questions in a particular way. In fact, the reference group did not exist. The effects are 10 standardized mean differences in the degree to which male and female participants’ responses resembled the fictitious responses. The data were originally taken from a subset of effect sizes considered by Eagly and Carli (1981) and reanalyzed by Becker (1986). The data set presented in the Cooper and Hedges article includes two possible moderators: percentage of male authors and number of items used in the questionnaire. Here, we consider only the second. We estimated conditional variances for the effect sizes under the assumption that the total sample size was equally divided between male and female participants.

A scatter plot of effect size against number of items on the questionnaire suggested a linear relationship in which effect size tends to increase with the length of the questionnaire. Figure 4 depicts a funnel plot for the data set, with the points identified by the number of questions on the questionnaire. The plot suggests a very strong association between sample size and effect size. However, that pattern is confounded by the issue of how many questions were used, so that it is difficult to interpret the plot. We estimated a regression-like model with number of questions as a predictor of effect size. The ML estimate of the intercept was $-0.15 (SE = 0.110)$, the estimated slope was $0.014 (SE = 0.004)$, and the variance component was $0.002 (SE = 0.022)$. However, the $Q$ statistic for residual heterogeneity in a conventional fixed-effects analysis was 11.37 on 8 degrees of freedom ($p = .18$). In the sensitivity analyses that follow, the variance component often is estimated to be zero. In view of the apparent homogeneity of the data set, and of the problematic border condition for the variance component estimates, we again used a fixed-effects approach for the sensitivity analysis.

The number of items in the questionnaires in the various studies ranged from 2 to 45, and the mean number of items was 21.9. In Table 4, we present estimates of the model parameters under each selection condition, as well as predicted conformity effects for scales with the minimum (2), the maximum (45), and the average (21.9) number of items. The only selection condition that had any appreciable effect on the parameter estimates of the model predictions was the severe one-tailed condition, where the predicted negative effect for 2-item scales was

<table>
<thead>
<tr>
<th>Selection condition</th>
<th>Estimated intercept ($SE = 0.053$)</th>
<th>Estimated difference for longer contact ($SE = 0.079$)</th>
<th>Predicted effect for no prior contact</th>
<th>Predicted effect for prior contact</th>
</tr>
</thead>
<tbody>
<tr>
<td>No selection</td>
<td>0.20</td>
<td>-0.26</td>
<td>0.20</td>
<td>-0.06</td>
</tr>
<tr>
<td>Moderate one-tailed</td>
<td>0.17</td>
<td>-0.26</td>
<td>0.17</td>
<td>-0.09</td>
</tr>
<tr>
<td>Severe one-tailed</td>
<td>0.14</td>
<td>-0.28</td>
<td>0.14</td>
<td>-0.14</td>
</tr>
<tr>
<td>Moderate two-tailed</td>
<td>0.18</td>
<td>-0.24</td>
<td>0.18</td>
<td>-0.06</td>
</tr>
<tr>
<td>Severe two-tailed</td>
<td>0.16</td>
<td>-0.20</td>
<td>0.18</td>
<td>-0.04</td>
</tr>
</tbody>
</table>
may question the conclusion by questioning the assumptions that underlie it. If the statistical conclusion is presented in the context of a meta-analysis, one assumption that will always be required for the result to be defensible is that the effect-size estimates on which the conclusion is based represent either a near-perfect census of, or an unbiased sample from, the universe of effect sizes that exist. Hence, it will usually be appropriate for the meta-analysts to present a set of arguments against the counterexplanation that has been the subject of this article, namely, that the process of submission and publication systematically leads to violations of that assumption.

In the best examples of quantitative synthesis, the authors describe extensive measures that they have undertaken to seek out the fugitive literature. That is indeed an essential part of sound meta-analysis; yet it would be difficult to argue that any effect-size retrieval effort, no matter how exhaustive, could unlock all of the file drawers. Thus, even in the presence of such efforts, the problem of publication bias cannot be entirely discounted. The author of the meta-analysis, then, is faced with a logically impossible task: to show that publication bias is not a problem for the particular data set at hand.

We describe the task as logically impossible because it amounts, in essence, to an attempt at confirming a null hypothesis. The conflict is easily understood by considering a similar issue in a more familiar situation. In the context of a two-sample \( t \) test, one important assumption is that the two groups being compared represent draws from populations with equal variance. An obvious way to investigate that assumption is to conduct an auxiliary test of the null hypothesis that the variances are equal. However, the desired outcome of that test is a failure to reject the null. If the sample size is small, it is quite likely that the test will fail to detect unequal variances, not because the variances are equal, but because the test lacks power. Upon reflection, we see that the test will necessarily lack power in precisely the circumstances in which its outcome is most important for the validity of the \( t \) test that is our real interest: when the sample size is small. Hence, the responsible statistician will use a battery of approaches to investigate the possibility of unequal variances, including not only the auxiliary test but

Table 4
Results for Gender Differences in Conformity

<table>
<thead>
<tr>
<th>Selection condition</th>
<th>Estimated intercept</th>
<th>Estimated coefficient for number of items</th>
<th>Predicted effect for 2 items</th>
<th>Predicted effect for 45 items</th>
<th>Predicted effect for 21.9 items</th>
</tr>
</thead>
<tbody>
<tr>
<td>No selection</td>
<td>(-0.15 (SE = 0.110))</td>
<td>0.014 ((SE = 0.004))</td>
<td>(-0.12)</td>
<td>0.48</td>
<td>0.16</td>
</tr>
<tr>
<td>Moderate one-tailed</td>
<td>(-0.15)</td>
<td>0.015</td>
<td>(-0.12)</td>
<td>0.53</td>
<td>0.18</td>
</tr>
<tr>
<td>Severe one-tailed</td>
<td>(-0.25)</td>
<td>0.016</td>
<td>(-0.22)</td>
<td>0.47</td>
<td>0.10</td>
</tr>
<tr>
<td>Moderate two-tailed</td>
<td>(-0.13)</td>
<td>0.014</td>
<td>(-0.10)</td>
<td>0.50</td>
<td>0.18</td>
</tr>
<tr>
<td>Severe two-tailed</td>
<td>(-0.11)</td>
<td>0.013</td>
<td>(-0.08)</td>
<td>0.48</td>
<td>0.17</td>
</tr>
</tbody>
</table>
also informal comparisons of the magnitudes of the sample standard deviations and, perhaps, graphical comparisons of variability in the two samples. If those approaches all seem to point to the conclusion that heterogeneity is not an issue, then the researcher is in a strong position to refute the proposition that the statistical conclusion has been biased by its presence.

We advocate a similar approach to the problem of publication bias in meta-analysis. We have described a variety of existing tools to address the problem and have presented one new approach. None of these methods should be viewed as sufficient in its own right. The funnel plot can be difficult to interpret. On the one hand, quite severe examples of publication bias may be difficult to observe in a funnel plot. On the other hand, the presence of a subgroup of effects that are drawn from a different population from the rest and also have systematically different sample sizes may create the appearance of publication bias in a funnel plot for which it is truly not a problem. The fail-safe $n$ in its several forms, while not difficult to apply, often addresses a question that is not quite the question of interest and should rarely be used. The trim-and-fill method is easy to apply even to small data sets and has the advantage of providing a direct estimate of effect magnitude adjusted for bias. However, its assumptions are strong; in particular, the assumption that missing effects are deterministically ordered, with the most extreme unexpected values necessarily missing first, suggests that its estimate might appropriately be viewed as a lower bound for the effect magnitude. Moreover, it does not address the problem of funnel-plot asymmetry that is due in part to moderating variables and has been seen to be biased in the presence of heterogeneity. Methods that use weighted distribution theory make their own set of strong assumptions but in at least one model have the advantage of being able to tease out the effects of moderating variables from the effects of publication bias. However, the weights in these models are difficult to estimate, so that they are appropriate only for large data sets.

The method presented in this article addresses the difficulty by eliminating the need to estimate the weight function. In so doing, the model gives up the ability to present an adjusted estimate that represents a best guess at the true effect magnitude. Nevertheless, it represents an additional tool that is useful in the attempt to refute publication bias as a counterexplanation for meta-analytic findings.

In this article, we saw three examples of sensitivity analysis using the new approach. For the first of these (validity of student ratings) and the third (gender differences in conformity), although it was possible to apply a hypothetical weight function that would change the effect-size estimate or the estimates of coefficients in the linear model, the changes were not dramatic. Regardless of which weight function was applied, the conclusion remained essentially the same: The validity of student ratings was somewhat greater than .3, and there did appear to be a modest gender difference in conformity behavior, particularly when the study used a survey measure with an adequate number of items. By contrast, in the second example (teacher expectancy effects), the outcome of greatest interest (effect magnitude when the teacher was not well acquainted with the students at the onset of the study) was more malleable as different hypothetical weight functions were applied. Moreover, one scenario actually changed the effect-size estimate for the less interesting case from negligible to a modest negative outcome. The authors of studies reporting the first and third examples, then, would be in a strong position to argue against the phenomenon of publication bias as a primary explanation for their findings, even though the funnel plots may have suggested a problem. A hypothetical author of the second example should probably acknowledge the possibility that publication bias may be an issue for the analysis. Not only does the estimated effect size appear to be vulnerable but this occurs in the context of a funnel plot that strongly suggests a systematic relation between sample size and effect size.

It is our hope that it will become increasingly common practice to address publication bias as a threat to validity in meta-analysis by performing sensitivity analysis with a variety of techniques. The method described here adds to the arsenal of available techniques one that fills a void: It addresses the problem of publication bias in small data sets in which moderating variables may contribute to the appearance that bias is present.
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Appendix

Estimation

Consider the parameter vector $\xi = (\beta, \tau^2)$. Likelihood equations for estimation of the parameters may be developed from Equation 6 in the main text by taking the first derivatives with respect to the components of $\xi$. Maximum-likelihood estimates are then obtained by solving the system of equations

$$\frac{\partial L(\beta; \tau^2, X, \omega)}{\partial \xi} = 0. \quad (A1)$$

When the parameter is a component of $\beta$, the derivative is

$$\frac{\partial L}{\partial \beta_j} = \sum_{i=1}^{n} X_{ij} \left( \frac{b_{im} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right) - \sum_{m=1}^{k} \frac{\omega_m}{\sqrt{\sigma_i^2 + \tau^2}} X_{ij} \varphi \left( \frac{b_{im} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right) - X_{ij} \varphi \left( \frac{b_{i,m-1} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right)$$

$$if \ m = 1; \quad (A2)$$

$$\frac{\partial B_m}{\partial \beta_j} = \left\{ \begin{array}{ll}
X_{ij} \frac{b_{im} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} & if \ m = 1;\\
- \frac{X_{ij} \varphi \left( \frac{b_{im} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right)}{\sqrt{\sigma_i^2 + \tau^2}} & if \ l < m < k;\\
- \frac{X_{ij} \varphi \left( \frac{b_{i,m-1} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right)}{\sqrt{\sigma_i^2 + \tau^2}} & if \ m = k,
\end{array} \right. \quad (A3)$$

where $\varphi(z)$ denotes the standard normal density evaluated at $z$. When the parameter is the variance component, the derivative is

$$\frac{\partial L}{\partial \tau^2} = \frac{1}{2} \sum_{i=1}^{n} \left( \frac{T_i - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right) ^2 - \frac{1}{2} \sum_{i=1}^{n} \frac{\omega_m}{\sqrt{\sigma_i^2 + \tau^2}} X_{ij} \varphi \left( \frac{b_{im} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right) - \frac{1}{2} \sum_{m=1}^{k} \frac{\omega_m}{\sqrt{\sigma_i^2 + \tau^2}} X_{ij} \varphi \left( \frac{b_{i,m-1} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right)$$

$$- \frac{1}{2} \sum_{m=1}^{k} \frac{\omega_m}{\sqrt{\sigma_i^2 + \tau^2}} X_{ij} \varphi \left( \frac{b_{i,m-1} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right)$$

$$- \frac{1}{2} \sum_{m=1}^{k} \frac{\omega_m}{\sqrt{\sigma_i^2 + \tau^2}} X_{ij} \varphi \left( \frac{b_{i,m-1} - X_i \beta}{\sqrt{\sigma_i^2 + \tau^2}} \right)$$

$$\frac{\partial L}{\partial \tau^2}$$

$$= 2 \frac{\sum_{i=1}^{n} \left( T_i - X_i \beta \right)^2}{\sqrt{\sigma_i^2 + \tau^2}} - 2 \frac{\sum_{m=1}^{k} \omega_m \frac{\partial B_m}{\partial \tau^2}}{\sqrt{\sigma_i^2 + \tau^2}} - 2 \frac{\sum_{m=1}^{k} \omega_m \frac{\partial B_m}{\partial \tau^2}}{\sqrt{\sigma_i^2 + \tau^2}} - 2 \frac{\sum_{m=1}^{k} \omega_m \frac{\partial B_m}{\partial \tau^2}}{\sqrt{\sigma_i^2 + \tau^2}}$$

$$= A4$$
The likelihood equations may be solved using the Newton–Raphson iterative method. The forms of the second and partial cross-derivatives are not presented here, because they follow in a straightforward fashion from the forms given in the Appendix of Vevea and Hedges (1995). They are of less interest in the present approach, as we do not advocate using the Hessian matrix to derive standard errors. Standard errors would not be meaningful in the method we propose, because the parameter estimates that arise from the current method should be regarded as aids to sensitivity analysis and not as reasonable estimates of true parameter values adjusted for the effects of publication bias.

The components of the likelihood equations presented above are the most general forms. For fixed-effects models, the variance component $\tau^2$ is set to zero, and derivatives with respect to $\tau^2$ are not used. For the simple random-effects model, the matrix $X$ consists of a vector of ones. For the simple fixed-effects model without covariates, the matrix $X$ consists of a vector of ones, and the variance component is set to zero.

**An S-PLUS Implementation**

The likelihood equations may also be solved using quasi-Newton methods that numerically approximate some or all of the derivatives. We advocate that approach here, partly because it allows us to provide platform-independent code that will allow the user to implement the method in S-PLUS. In addition, using such available software simplifies the problem of imposing constraints, such as the reasonable requirement that the variance component be nonnegative. Computer code for estimating the model using S-PLUS is available at http://dx.doi.org/10.1037/1082-989X.10.4.428.supp
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\[
\frac{\partial B_m}{\partial \tau^2} = \begin{cases} 
\frac{b_{i1} - X_i \beta}{2(\sigma^2 + \tau^2)} & \phi \left( \frac{b_{i1} - X_i \beta}{\sqrt{\sigma^2 + \tau^2}} \right) \\
\frac{b_{im} - X_i \beta}{2(\sigma^2 + \tau^2)} & \phi \left( \frac{b_{im} - X_i \beta}{\sqrt{\sigma^2 + \tau^2}} \right) \\
\frac{b_{i,m-1} - X_i \beta}{2(\sigma^2 + \tau^2)} & \phi \left( \frac{b_{i,m-1} - X_i \beta}{\sqrt{\sigma^2 + \tau^2}} \right) \\
\frac{b_{i,m-1} - X_i \beta}{2(\sigma^2 + \tau^2)} & \phi \left( \frac{b_{i,m-1} - X_i \beta}{\sqrt{\sigma^2 + \tau^2}} \right) \\
\end{cases} 
\]

if $m = 1$

if $l < m < k$;

if $m = k$. (A5)
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