A comparison of three different models for estimating relative risk in meta-analysis of clinical trials under unobserved heterogeneity
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SUMMARY

We focus on the comparison of three statistical models used to estimate the treatment effect in meta-analysis when individually pooled data are available. The models are two conventional models, namely a multi-level and a model based upon an approximate likelihood, and a newly developed model, the profile likelihood model which might be viewed as an extension of the Mantel–Haenszel approach. To exemplify these methods, we use results from a meta-analysis of 22 trials to prevent respiratory tract infections. We show that by using the multi-level approach, in the case of baseline heterogeneity, the number of clusters or components is considerably over-estimated. The approximate and profile likelihood method showed nearly the same pattern for the treatment effect distribution. To provide more evidence two simulation studies are accomplished. The profile likelihood can be considered as a clear alternative to the approximate likelihood model. In the case of strong baseline heterogeneity, the profile likelihood method shows superior behaviour when compared with the multi-level model. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

This contribution focuses on the comparison of three models used to estimate treatment effect in meta-analysis under unobserved heterogeneity. The models compared consist of two conventional models, namely the multi-level (ML) and the approximate likelihood (AL) model, and a newly developed model for meta-analysis with individually pooled data, namely the profile likelihood (PL) model. In recent years, meta-analysis has become an essential method used to provide more profound information on the effect of a treatment or intervention and has been demonstrated to provide a powerful statistical tool to combine and analyse the results from individual studies. Numerous international publications prove the quality and the common practicability of meta-analysis. An introduction and an explanation on this issue are given by Olkin [1] and Jones [2] in this journal or by Fleiss [3]. Important for our situation here is the availability of the number of events \( x_i^T \) \( (x_i^C) \) and the number under risk \( n_i^T \) \( (n_i^C) \) in the treatment arm (control arm) for each trial \( i \) involved in the meta-analysis of a total of \( k \) studies. We call this situation of meta-analysis a meta-analysis using individually pooled data (MAIPD). Note that frequently a MAIPD could be done just on the basis of the published literature (for a collection of numerous meta-analysis of this type see Reference [4]). However, individual patient data are typically not available from a MAIPD and are difficult, not to say usually impossible to retrieve from a MAIPD. Note further that in contrast to conventional meta-analysis where typically an effect measure accompanied by a variance estimate is available (see for example Reference [5]), a MAIPD offers more choices for the analyst, for example in choosing different effect measures such as relative risk, risk difference, number-needed-to-treat with accompanying variances. In this contribution we will exploit another option of MAIPD, namely we will use the profile likelihood method to eliminate the nuisance baseline parameter. Consecutively, the inference will be based on the profile likelihood. In particular, the method is able to cope with the two forms of heterogeneity that can occur in a MAIPD: the baseline heterogeneity that arises in the control arm and the effect heterogeneity that arises from potential different treatment effects in the various trials.

Another issue is the connection of MAIPD to the analysis of multicentre studies, frequently mentioned in the literature. Note that in a multicentre clinical trial the methodology used in MAIPD is validly applicable as well. However, multicentre study data are often neither published completely, nor are they made available for numerous reasons to the interested reader, although centre specific information might be found in the corresponding publication. Therefore, methodology of MAIPD might also be very useful in this situation. Consequently, MAIPD is a common situation in multicentre clinical trials; for further discussion of this issue see Reference [6]. All three models discussed here are also applicable in multicentre studies. Bearing this in mind, one should see the clear differences between MAIPD in general on the one hand, and a multicentre trial on the other hand. For example, one difference between the two is the stronger guidelines in the case of multicentre studies. Therefore, the baseline heterogeneity in a MAIPD can be expected to be larger.

Let us turn now to an example of a typical framework of a MAIPD as shown in Table I. For this meta-analysis, 22 trials were included to investigate the effect of selective decontamination of the digestive tract on the risk of respiratory tract infection (see Reference [7]). Patients in intensive care units were randomly selected either to receive treatment through a combination of non-absorbable antibiotics, or no treatment. As already mentioned above, in a MAIPD two forms of heterogeneity might occur. The first form is the baseline heterogeneity, which can be found when the incidence varies in the control arm. Baseline heterogeneity is not the focus of a MAIPD.
but it is important for achieving valid inference. Each model discussed here has a different way of modelling baseline heterogeneity. The second form is the effect heterogeneity. In this contribution the effect is expressed by means of the relative risk \( \theta_i \), defined as
\[
\theta_i = \frac{p_i^T}{p_i^C}
\]
and estimated as
\[
\frac{x_i^T n_i^C}{x_i^C n_i^T}
\]
and we will focus here on estimating heterogeneity of effect.

Effect heterogeneity can also be visualized graphically. In Figure 1, all studies are shown which are included in the meta-analysis of the effect of selective decontamination of the digestive tract on the risk of respiratory tract infection. Each study (each point in Figure 1) is characterized by the rate of infection in the control arm, \( p_i^C \) (the horizontal axis in Figure 1), and the rate of infection in the treatment arm, \( p_i^T \) (vertical axis in Figure 1), respectively. The dashed line is a reference line with slope 1, so that studies lying on this line would have identical infection rates, or \( \theta_i = 1 \). In the case of effect homogeneity, all trials would experience the same relative risk, and the associated lines connecting each study point with the origin would be close together. In more generality, the slope \( \theta_i \) of any line through the origin in the diagram would correspond to the associated relative risk of study \( i \). In the most general form of heterogeneity each study represents its own cluster or component. Consequently, each study has a unique line through the point of origin. As an example, we draw a line to the 10th study. Several studies, like the 15th and 17th, are very close to this.
Figure 1. Representation of treatment effect as pairs of infection rate in control and treatment arm for the 22 trials of respiratory tract infection.

line. Consequently these studies have nearly the same relative risk, so that it can be assumed that several homogeneous clusters exist.

2. METHODS

We now turn to a more formal likelihood based modelling of heterogeneity in relative risk.

2.1. Modelling of heterogeneity

One possibility for modelling the cluster structure in the MAIPD is provided by means of the non-parametric mixture distribution as

\[
f(x_i | P) = \sum_{j=1}^{m} f(x_i | \theta_j) q_j
\]

where \(f(x_i | \theta_j)\) is a parametric density, called the mixture kernel, \(x_i = (x_i^T, n_i^T, x_i^C, n_i^C)^T\) contain the data for trial \(i\),

\[P = \begin{pmatrix} \theta_1 & \ldots & \theta_m \\ q_1 & \ldots & q_m \end{pmatrix}\]

is a discrete mixing distribution with \(q_j > 0\) and \(\sum_{j=1}^{m} q_j = 1\), and where \(m\) is the number of components or clusters.

The mixture model arises in a natural way as the marginal model with respect to an unobserved indicator variable \(z_{ij}\) indicating if trial \(i\) belongs to cluster \(j\). Note that different forms of heterogeneity can be reproduced by the mixture distribution. If \(m = 1\), then this is the homogeneity case, or if \(m = k\) the number of studies, then this situation is the most general form of heterogeneity. Typically, the estimated number of clusters or components turns out to be low in comparison to the number of trials involved in the MAIPD. The cluster structure is mapped by means of the mixing distribution \(P\).
The **mixture kernel** is dependent on the model, respectively, and different kernels lead to the three different models under comparison, as will be briefly introduced in the next sections.

### 2.2. Approximate likelihood model

This approach considers the logarithmic relative risk $\phi_i = \log(\theta_i)$, which can be estimated as

$$\hat{\phi}_i = \log \left( \frac{x_i^T}{n_i^T} \right) - \log \left( \frac{x_i^C}{n_i^C} \right)$$

assuming non-zero events in both arms of trial $i$. Frequently, it is assumed that—conditional upon study $i$—the distribution of $\hat{\phi}_i$ might be validly approximated by a normal distribution with unknown mean $\phi_i$ and known standard deviation $\sigma_i$, though it is sufficient to assume that the log-likelihood is well approximated by a quadratic (see Reference [5]).

Therefore, the associated kernel $f(x_i | \theta_j)$ in the mixture model is the normal density, written as

$$f_{AL}(\hat{\phi}_i | \sigma_i^2) = \frac{1}{\sqrt{2\pi}\sigma_i} e^{-\frac{(\hat{\phi}_i - \log(\theta_j))^2}{2\sigma_i^2}}$$  \hspace{1cm} (2)

Note that $\hat{\phi}_i$ is the log relative risk, a scalar, and the individually pooled counts for trial $i$ are not used. In the most general case, the variance is unknown and must be estimated. Under the assumption of Poisson distributed observations, the variance of the log relative risk in the $i$th study can be estimated using the delta-method (see Reference [8]) as

$$\text{var}(\hat{\phi}_i) = \sigma_i^2 = \frac{1}{x_i^T} + \frac{1}{x_i^C}$$ \hspace{1cm} (3)

so that $\sigma_i^2$ is used as a known parameter in (2). However, this simple formula has a number of drawbacks. Firstly, (3) is not defined if any of the trials has 0 successes. Secondly, for small trials, the normal approximation might not be satisfactory. Thirdly, the variance approximation used in the delta-method might be too crude to give a good approximation of the true variance of the log relative risk, especially if the event rate is different from 0.5. Nevertheless, the approach is quite popular (see References [9, 10])—likely due to its simplicity and lack of alternatives. To capture heterogeneity, the density (2) is used as kernel in the mixture distribution leading to

$$f(x_i | P) = \sum_{j=1}^{m} f_{AL}(\hat{\phi}_i | \sigma_i^2) q_j$$ \hspace{1cm} (4)

In the homogeneity case the AL is frequently mentioned in the literature as the **fixed effect model**, see Reference [11]. The AL model was originally named fixed effects model by DerSimonian and Laird [12] for the case of homogeneity to distinguish it from the **random effects model** suggested by DerSimonian and Laird [12] to adjust for unobserved heterogeneity. The latter can be viewed as being further modelled with the above discrete mixture following Laird [13]. Here, we prefer to use the term AL model focussing on the fact the normal kernel in the mixture can be viewed as an approximating likelihood.
2.3. Multi-level model

The ML model has become very popular in the biometrical literature (see Reference [14]) and captures the hierarchical structure of the data used in the meta-analysis. The first level (within study) can be modelled by means of the log-linear regression, with

\[
\log(p_i^C) = \alpha_i \\
\log(p_i^T) = \alpha_i + \beta_i
\]

\(\alpha_i\) is in this case the baseline parameter and \(\beta_i = \phi_i = \log(p_i^T/p_i^C)\) is the effect parameter, the log-relative risk.\(^1\)

Under the assumption that the observations are Poisson distributed, the likelihood for trial \(i\) is given as

\[
f_{\text{ML}}(x_i | p_i^C, p_i^T) = e^{-n_i^T p_i^T} \frac{(n_i^T p_i^T)^{x_i^T}}{x_i^T!} \times e^{-n_i^C p_i^C} \frac{(n_i^C p_i^C)^{x_i^C}}{x_i^C!} \tag{5}
\]

where \(x_i\) is the vector \((x_i^T, n_i^T, x_i^C, n_i^C)\). The rates \(p_i^C\) and \(p_i^T\) can be replaced by their model associated parameters, namely

\[
p_i^C = e^{\alpha_i} \\
p_i^T = e^{\alpha_i + \beta_i}
\]

This leads to the following likelihood in trial \(i\)

\[
f_{\text{ML}}(x_i | \alpha_i, \beta_i) = e^{-n_i^T e^{\alpha_i + \beta_i}} \frac{(n_i^T e^{\alpha_i + \beta_i})^{x_i^T}}{x_i^T!} \times e^{-n_i^C e^{\alpha_i}} \frac{(n_i^C e^{\alpha_i})^{x_i^C}}{x_i^C!} \tag{6}
\]

The second level is modelled by means of a non-parametric mixture distribution—as has been discussed and done previously. The most complex form of heterogeneity is considered, allowing baseline and effect heterogeneity, i.e. each mixed component has its own baseline and effect parameter. The mixture distribution has the form:

\[
f(x_i | P) = \sum_{j=1}^{m} f_{\text{ML}}(x_i | \alpha_j, \beta_j) q_j
\]

with \(P = \begin{pmatrix} \alpha_1 & \cdots & \alpha_m \\ \beta_1 & \cdots & \beta_m \\ q_1 & \cdots & q_m \end{pmatrix}\) \(^{1}\)

\(^1\)We use for this model the notation \(\beta\) to keep the similarity with the existing literature.
2.4. Profile-likelihood model

The PL approach has been well known for several decades (see References [15, 16]). In many cases, the PL method lacks practicability because the likelihood is rather complicated, difficult to handle, and often the profile likelihood itself exists only in iterated form. Nevertheless, the PL model is considered here since the PL-function is simple and useful in this special situation. Before coming to this result, let us consider the Poisson density for each centre

\[ f_{PL}(x_i|p_i^C, p_i^T) = e^{-n_i^T x_i^T} \left( \frac{n_i^C p_i^C}{x_i^C} \right)^{n_i^C} \times e^{-n_i^T p_i^T} \left( \frac{n_i^C p_i^C}{x_i^C} \right)^{n_i^C} \]  

(8)

Taking the logarithms and ignoring terms not involving \( p_i^T \) or \( p_i^C \) in (8) we achieve that

\[ l_{f_{PL}}(x_i|p_i^T, p_i^C) = x_i^T \log(p_i^T) - n_i^T p_i^T + x_i^C \log(p_i^C) - n_i^C p_i^C \]  

(9)

In the next step, the parameter of interest \( \theta \) is introduced by \( p_i^T = \theta_i p_i^C \). This leads to

\[ l_{f_{PL}}(x_i|\theta_i, p_i^C) = x_i^T \log(\theta_i) + (x_i^T + x_i^C) \log(p_i^C) - (n_i^T \theta_i + n_i^C) p_i^C \]  

(10)

Equation (10) is also dependent, besides on \( \theta_i \), on the baseline parameter \( p_i^C \), the nuisance parameter. The nuisance parameter is not in focus here but is important for a valid inference. To follow the PL-approach, \( p_i^C \) will be replaced by its profile maximum likelihood estimator (PMLE). In this case the PMLE can be derived in a closed form solution, by

\[ p_i^C = \frac{x_i^T + x_i^C}{n_i \theta_i + n_i^C} \]

In the last step, the PMLE replaces \( p_i^C \) in (10), and after simplification, leads to

\[ l_{f_{PL}}(x_i|\theta_i) = x_i^T \log(\theta_i) - (x_i^T + x_i^C) \log(n_i \theta_i + n_i^C) \]  

(11)

Indeed this is an attractive profile-likelihood which can be handled easily. From (11) the density function of the PL model can be derived as

\[ f_{PL}(x_i|\theta_i) = e^{-x_i} \left( \frac{n_i^T \theta_i x_i}{n_i^C + n_i^T \theta_i} \right)^{x_i^T} \left( \frac{n_i^C x_i}{n_i^C + n_i^T \theta_i} \right)^{x_i^C} \]

Following the way of the precedent models, the mixture distribution has the form:

\[ f(x_i|P) = \sum_{j=1}^{m} f_{PL}(x_i|\theta_j) q_j \]

3. COMPARING PROFILE AND APPROXIMATE LIKELIHOOD

Here, we elaborate on the similarities and differences between the approximate likelihood developed in Section 2.2 and the profile likelihood of Section 2.4. Let us consider the
**approximate log-likelihood** which is given for the \(i\)th study—up to an additive constant—as

\[
AL_i(\phi_i) = -\frac{1}{2} (\phi_i - \hat{\phi}_i)^2 / \hat{\sigma}_i^2
\]

where \(\hat{\phi}_i = \log(x_i^T / n_i^T) - \log(x_i^C / n_i^C)\) is the estimated log-relative risk in the \(i\)th study and \(\hat{\sigma}_i^2 = 1/x_i^T + 1/x_i^C\) the associated estimated variance. The *profile log-likelihood* in the \(i\)th study is provided as

\[
PL_i(\phi_i) = x_i^T \hat{\phi}_i - (x_i^T + x_i^C) \log(n_i^T e^{\phi_i} + n_i^C)
\]

where again \(\phi_i = \log(\theta_i)\) is the log-relative risk in the \(i\)th study.

### 3.1. The likelihoods for centre-specific parameters

Comparing both log-likelihoods for centre-specific parameters \(\phi_i\) is in principle identical in doing so for only one centre. Therefore, we can drop the index \(i\). We have that

\[
PL(\phi) \approx PL(\hat{\phi}) + (\phi - \hat{\phi}) PL'(\hat{\phi}) + \frac{1}{2} (\phi - \hat{\phi})^2 PL''(\hat{\phi})
\]

\[
= PL(\hat{\phi}) + \frac{1}{2} (\phi - \hat{\phi})^2 PL''(\hat{\phi})
\]

using a second-order Taylor expansion around \(\hat{\phi}\) and that \(PL'(\hat{\phi}) = 0\). One easily verifies that \(PL''(\phi) = -x^T x^C / (x^T + x^C) = -1/\hat{\sigma}_i^2\), showing that

\[
PL(\phi) \approx PL(\hat{\phi}) + AL(\phi)
\]

so that profile and approximate log-likelihood become identical in a neighbourhood of the maximum likelihood estimator with both log-likelihoods sharing the same curvature. Of course, both log-likelihoods are maximized by the same estimator.

### 3.2. The likelihoods for restricted parameters

Comparison of log-likelihoods starts to become different when parameters are restricted such as in the situation of the hypothesis of *homogeneity*, e.g. \(\phi_1 = \phi_2 = \cdots = \phi_k = \phi\). The *approximate log-likelihood* becomes—using independence of the \(k\) studies

\[
AL(\phi) = \sum_i AL_i(\phi) = -\frac{1}{2} \sum_i (\phi - \hat{\phi}_i)^2 / \hat{\sigma}_i^2
\]

and the *profile log-likelihood* takes the form

\[
PL(\phi) = \sum_i PL_i(\phi) = \sum_i x_i^T \phi - (x_i^T + x_i^C) \log(n_i^T e^{\phi} + n_i^C)
\]

Figure 2 shows both log-likelihoods for the example. Note that \(AL(\phi)\) is maximized for \(\hat{\phi}_w = \sum_i \hat{\phi}_i / \sum \hat{\sigma}_i^2 / \sum 1/\hat{\sigma}_i^2\) [5]. In addition, the curvature is given as

\[
AL''(\phi) = -\sum_i 1/\hat{\sigma}_i^2 = -\sum_i x_i^T x_i^C
\]
The profile log-likelihood is maximized for $\hat{\phi} = \exp(\hat{\phi})$ satisfying

$$\hat{\phi} = \frac{\sum_i x_i^T n_i^C / (n_i^T \hat{\phi} + n_i^C)}{\sum_i x_i^T / (n_i^T \hat{\phi} + n_i^C)}$$

and has curvature

$$PL''(\phi) = \sum_i - (x_i^T + x_i^C) \frac{n_i^T n_i^C e^{\phi}}{(n_i^T e^{\phi} + n_i^C)^2}$$

Approximate and profile log-likelihood are not only maximized at different parameter values, the curvature of the profile log-likelihood at the maximum likelihood estimate is different from the curvature of the approximate log-likelihood. To explore this point in more detail, let us assume that the trial is balanced e.g. $n_i^T = n_i^C$ for all $i$. Then, the PMLE is available in closed form $\hat{\phi} = \sum_i x_i^T / \sum_i x_i^C$ and the curvature at $\hat{\phi}$ is simply

$$PL''(\hat{\phi}) = \sum_i - (x_i^T + x_i^C) \frac{\sum_i x_i^T}{\sum_i x_i^C} \frac{1}{\left(\sum_i x_i^T / \sum_i x_i^C + 1\right)^2}$$

$$= - \frac{\sum_i x_i^T \sum_i x_i^C}{\sum_i (x_i^T + x_i^C)}$$

It is remarkable that a general comparison between these two curvatures is possible, indicating a more precise estimator based upon the profile likelihood.
Theorem

Let the all centres involved in the MAIPD be balanced, e.g. \( n^T_i = n^C_i \) for all \( i \). Then,

\[
PL''(\hat{\phi}) \leq AL''(\phi)
\]

and

\[
\text{var}(\hat{\phi}) \leq \text{var}(\hat{\phi}_w)
\]

Proof

We show

\[
\sum_i x^T_i \sum_i x^C_i \geq \sum_i x^T_i x^C_i
\]

or equivalently

\[
\frac{1}{k} \sum_i x^T_i \frac{1}{k} \sum_i x^C_i \geq \frac{1}{k} \sum_i x^T_i x^C_i
\]

This follows from the fact that the function \( g(y, z) = yz / (y + z) \), defined for \( y > 0, z > 0 \) is concave which is proved by showing that the Hessian of \( g(y, z) \)

\[
\begin{pmatrix}
-2z & y - z \\
z - y & -2y
\end{pmatrix} / (y + z)^3
\]

is negative definite. This ends the proof. \( \square \)

4. ESTIMATING THE MIXING DISTRIBUTION WITH THE EM ALGORITHM

Parameters of the mixing distribution are estimated by means of the maximum likelihood estimation (MLE) via the EM algorithm. Suppose there are \( m \) components in the population with relative risk \( \theta_1, \theta_2, \ldots, \theta_m \). We introduce a latent indicator variable \( z_{ij} \), which is 1 if trial \( i \) belongs to component \( j \), and 0 otherwise. Suppose further that the outcome is

\[
x_i = \begin{cases} 
\hat{\phi}_i = \log \left( \frac{x^T_i}{n^T_i} \right) - \log \left( \frac{x^C_i}{n^C_i} \right) & \text{in the AL model} \\
(x^T_i, n^T_i, x^C_i, n^C_i)' & \text{otherwise}
\end{cases}
\]

and, conditional on membership in component \( j \), has density \( f(x_i | \theta_j) \), then the unconditional, joint density of \( (x_i, z_{ij}) \) is given as

\[
\prod_{j=1}^m [q_j f(x_i | \theta_j)]^{z_{ij}}
\]
where the product in (23) is taken over all components. The full-sample log likelihood becomes

\[ \sum_{i=1}^{k} \sum_{j=1}^{m} z_{ij} \log[q_j f(x_i | \theta_j)] = \sum_{i=1}^{k} \sum_{j=1}^{m} z_{ij} \log[q_j] + \sum_{i=1}^{k} \sum_{j=1}^{m} z_{ij} \log[f(x_i | \theta_j)] \] (24)

An advantage is that in (24) the \( q \)'s and \( \theta \)'s can be maximized separately. In the EM algorithm, the unobserved indicator \( z_{ij} \) is replaced by its expected value, conditional on current values of \( \theta_j \) and \( q_j \) \((j = 1, \ldots, m)\) leading to the E-step

\[ e_{ij} = E(z_{ij}|x_i, q_j, \theta_j) = \frac{q_j f(x_i | \theta_j)}{\sum_{l=1}^{m} q_l f(x_i | \theta_l)} \] (25)

Replacing \( e_{ij} \) for \( z_{ij} \) in (24) gives the expected log-likelihood

\[ \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[q_j f(x_i | \theta_j)] = \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[q_j] + \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[f(x_i | \theta_j)] \]

to be maximized in \( q_j \) and \( \theta_j \) (M-step). The maximization of \( \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[q_j] \) gives the conventional result for each model, as

\[ q^\text{new}_j = \frac{\sum_{i=1}^{k} e_{ij}}{k} \]

The maximization of \( \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[f(x_i, \theta_j)] \), leading to the M-step, is dependent on the density of the model under consideration. Details for the M-steps in these three models are provided in Appendix A.

For the PL-approach, there is no closed solution form available in the M-step. But the provided fix-point iteration (A8) converges generally very fast to the non-parametric profile maximum likelihood estimator (NPMLE). One important point here is that in the case of homogeneity \( m = 1 \), if in the first iteration \( \theta = 1 \) is used as initial value, then the one-step-estimator will coincide with the Mantel–Haenszel estimator

\[ \theta_{\text{MH}} = \frac{\sum_{i=1}^{k} x_i^T n_i^C (n_i^T + n_i^C)^{-1}}{\sum_{i=1}^{k} x_i^T n_i^T (n_i^T + n_i^C)^{-1}} \]

so that the profile likelihood estimator might be viewed as an extension of the Mantel–Haenszel approach.

After the estimation has been carried out, it is possible to classify the studies into the found components, because we can interpret the \( e_{ij} \) (25) as a posteriori probability of study \( i \) belonging to component \( j \). Hence, one could classify study \( i \) into that component \( j \) for which (25) is the largest among all components.

4.1. Choice of the mixture model

The number of components is generally unknown and has to be estimated. Several criteria are available. In this contribution we consider two of these. The first is the Bayesian information criterion (BIC), which goes back to Schwarz [17] and has been further discussed by many authors.
including McLachlan and Peel [18], which penalized the log-likelihood \( l(P) \) by \( d \log(k) \) and is given as

\[
\text{BIC} = 2l(P) - d \log(k)
\]

with \( d = \text{number of estimated parameters} \)

\[
d = (2m - 1) \quad \text{for the AL and PL model}
\]

\[
d = (3m - 1) \quad \text{for the ML model}
\]

According to this criterion the number of components \( m \) is chosen with the largest BIC-value. This criterion is frequently recommended as a guideline for selecting the number of components [18]. The second criterion is the non-parametric maximum likelihood criterion (NPLME) descending from the gradient function (see References [19, 20]), which is defined as

\[
d(\theta, P) = \frac{1}{k} \sum_{i=1}^{k} \frac{f(x_i|\theta)}{f(x_i|P)}
\]

and derived from the directional derivative. An important theorem in the theory of non-parametric mixture models is the general mixture maximum likelihood theorem stating that, if the gradient function is bounded above by one for all \( \theta \) in the parameter space, then \( \hat{P} \) is the unique maximum of the likelihood function. This theorem is very useful in verifying an estimated mixing distribution for optimality.

5. ANALYSIS FOR THE MAIPD ON SELECTIVE TRACT DECONTAMINATION

In this section our objective is to analyse the relative risk structure of the MAIPD provided in Table I. The results from the AL and PL models are given in Table II. Both methods find two mixture components as the largest number of components. The PL classified twelve studies and the AL 13 studies to the first component with an estimated relative risk of 0.56. Consequently, in these studies the risk of respiratory infection is almost halved in comparison to the control group. The second component estimated a relative risk of 0.23 (PL) and 0.25 (AL). Apparently, the estimators from both models are very close together. One difference lies in the BIC. In the fixed effect model the BIC estimated only one component, whereas in the PL model two components were chosen. In the ML many more components were found Table III. In this approach a maximum of six components were observed. The 4th and 5th component estimate nearly the same relative risk, only the baseline is different. With the BIC, four components were selected as appropriate number of components. One important difference between the ML model and the PL and AL model is found in the way the classification of studies into the associated components is done, see Figures 3 and 4. The study allocation of the AL model is similar to the PL model, only the first study is allocated differently. In Figure 3, it can be seen that, for example, the 3rd and the 16th study are very close to the first component line. This means that these studies have the same or similar relative risk as the first component in the ML model, although the studies are classified into the second component. The reason for this misallocation lies in the influence of the baseline heterogeneity on the estimation of effect heterogeneity. In contrast, Figure 4 shows that all studies
Table II. Results of MAIPD (Table I) from the approximate and profile likelihood model (H is number of studies which belong to the respective component).

<table>
<thead>
<tr>
<th>Profile-likelihood model</th>
<th>Approximate likelihood model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comp. 1.</td>
<td>Comp. 1.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>0.473867</td>
<td>0.501208</td>
</tr>
<tr>
<td>$q$</td>
<td>$q$</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>Log-$L.$ = $-116.606398$</td>
<td>Log-$L.$ = $-20.638539$</td>
</tr>
<tr>
<td>max GF = 2.156801</td>
<td>max GF = 1.388575</td>
</tr>
<tr>
<td>BIC = $-236.3038$</td>
<td>BIC = $-44.3681$</td>
</tr>
<tr>
<td>Comp. 1. 2.</td>
<td>Comp. 1. 2.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>0.562660</td>
<td>0.559415</td>
</tr>
<tr>
<td>0.231091</td>
<td>0.258274</td>
</tr>
<tr>
<td>$q$</td>
<td>$q$</td>
</tr>
<tr>
<td>0.615078</td>
<td>0.678406</td>
</tr>
<tr>
<td>0.384922</td>
<td>0.321594</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Log-$L.$ = $-113.359637$</td>
<td>Log-$L.$ = $-19.418858$</td>
</tr>
<tr>
<td>max GF = 1.000000</td>
<td>max GF = 1.000000</td>
</tr>
<tr>
<td>BIC = $-235.9924$</td>
<td>BIC = $-48.1108$</td>
</tr>
</tbody>
</table>

are allocated on the basis of the treatment effect in the PL and AL model (which is the major interest of the practitioner).

6. SIMULATION STUDY

In this section, all three models are compared by means of simulation studies.

6.1. Two component effect heterogeneity

It is assumed that in the first simulation experiment the population of interest consists of two clusters. The clusters are represented by the mixing distribution $P = (0.5, 0.5, 0.5, 0.5)$. Both components receive an identical weight of 0.5. The first component has a relative risk of 0.5 and the second of 1.5. To mimic baseline variation, the baseline risks $p^C_1, \ldots, p^C_k$ were generated from a uniform distribution from 0.1 to 0.66. The parameter $p^T_i$ depends on the component the $i$th study belongs to. If the $i$th study belongs to the first component, then $p^T_i = \theta_1 p^C_i = 0.5 p^C_i$, otherwise $p^T_i = \theta_2 p^C_i = 1.5 p^C_i$. In this case the weights are equal, so that component membership of each study is generated by means of a Bernoulli distribution with 0.5 event probability. The sample size $n^T_i$ and $n^C_i$ were generated from a Poisson distribution with parameter 100. Poisson variates $X^T_i$ with parameters $n^T_i$ and $p^T_i$ and Poisson variates $X^C_i$ with parameters $n^C_i$ and $p^C_i$ were drawn for each study $i, i = 1, \ldots, k$. In this case the number of studies was chosen to be $k = 100$. For reasons of comparability only a two component mixture was estimated for all three models. The procedure was replicated 1000 times. From this replication the mean and variance of each component were computed. The results of this constellation are provided in Figure 5. The first component of the ML model is considerably over-estimated. Note that actually the true relative risk is not captured.
Table III. Results of MAIPD (Table I) using the multi-level model ($H$ is number of studies which belong to the respective component).

<table>
<thead>
<tr>
<th>Comp. 1.</th>
<th>Comp. 2.</th>
<th>Comp. 3.</th>
<th>Comp. 4.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>-1.228386</td>
<td>-1.660445</td>
<td>-1.576561</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.467574</td>
<td>0.548765</td>
<td>0.379265</td>
</tr>
<tr>
<td>$q$</td>
<td>1.000000</td>
<td>0.501842</td>
<td>0.413516</td>
</tr>
<tr>
<td>$H$</td>
<td>22</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Log-$L.$</td>
<td>-243.585572</td>
<td>-171.325585</td>
<td>-140.834193</td>
</tr>
<tr>
<td>max GF</td>
<td>$2.78 \times 10^{12}$</td>
<td>$6344.888224$</td>
<td>$2.206511$</td>
</tr>
<tr>
<td>BIC</td>
<td>-490.2622</td>
<td>-351.9243</td>
<td>-303.3057</td>
</tr>
</tbody>
</table>

by the confidence interval. In contrast the second component is under-estimated. In the other two models the true distribution is recovered.

6.2. Under effect homogeneity

The next simulation study investigated the situation of effect homogeneity. In this case we used a bootstrap simulation (see Reference [21]). The differences are expected in the sparsity case, where the number of observations and probands are rare. For this we used a special sparsity meta-analysis, namely CALGB study adopted from Lipsitz et al. [22]. The main settings for the simulation: $p^C_i$, $n^T_i$ and $n^C_i$ stem from the sparsity study; $\theta$ is predetermined and fixed for all studies $i = 1, \ldots, k$; $X^T_i$ with parameters $n^T_i \times \theta p^C_i$ and $X^C_i$ with parameters $n^C_i \times p^C_i$ were generated from an Poisson distribution. Figure 6 shows the bias of 30 values for $\theta$ in the interval from 0.1 to 0.99 for
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Figure 3. Study allocation to the components for the multi-level model (circle ≈ 1. comp., cross ≈ 2. comp.).

Figure 4. Study allocation to components for the profile-likelihood model (circle ≈ 1. comp., cross ≈ 2. comp.).

Figure 5. Results of a simulation study of a two component mixture (with baseline heterogeneity) for the three models AL, PL, ML to estimate the predetermined mixing components \( \{0.5, 1.5\} \) with weights \( \{0.5, 0.5\} \). Displayed are the means with 95 per cent confidence intervals for each estimated component.
all the three models. In this Figure the PL-model estimator has the smallest bias. In contrast, the other two models have a considerably over-estimated the true value. One reason could be that the estimator of the ML model, here the crude risk ratio estimator

$$\hat{\theta}_{\text{crude}} = \frac{\sum_{i=1}^{k} x_i T \sum_{i=1}^{k} n_i^C}{\sum_{i=1}^{k} n_i^T \sum_{i=1}^{k} x_i^C}$$

adjusts for a potential centre effect. Also, the weighted estimator used in the AL model, where the weight originates from the inverse of the variance of log relative risk, might not be appropriate in this situation.

Drawing the attention to the variance (Figure 7), the AL estimator has a slightly larger value than the ML and PL estimators (which is consistent with the theorem of Section 3.2), whereas the values of the variance of ML and PL model are very close.
All three models discussed here are designed to estimate the treatment effect of a meta-analysis with individually pooled data. Although this is their common aspect, there are also important differences between them. One important difference lies in the way the nuisance or baseline parameter is treated. In the AL model the baseline is integrated into the individual log relative risk. The specific aspect of the PL approach is that the nuisance parameter is integrated into the likelihood in such a way that the occurring likelihood, the profile likelihood, depends only on the parameter of interest. Here, this method provides a simple form of the profile log-likelihood function. In contrast, the ML method does not eliminate the nuisance parameter, but estimates it as a separate parameter. The results in Table III and the simulation study in Figure 5 show that this model looses power when estimating baseline heterogeneity. Furthermore, the allocation of studies or centres to the mixed components is also dependent on the baseline parameter. In other words, the baseline parameter has a very strong influence on estimating the treatment effect. In the situation of an increased baseline heterogeneity it can happen, like in the simulation study in Figure 5, that the result of estimating the treatment effect heterogeneity is confounded by the existing strong baseline heterogeneity. Consequently, a substantial disadvantage of the ML model can be seen in the handling of the baseline parameter. The PL-model has the advantage of integrating the estimation of the baseline parameter into the estimation of treatment effect.

It should be mentioned that the profile method is a conventional way to deal with nuisance parameters, but by no means the only way. In the ideal case (see Reference [23]), parameter of interest and nuisance parameter are orthogonal, that is, the joint likelihood $\ell(\theta, p^C) = \ell_1(\theta)\ell_2(p^C)$ factors into likelihood depending only on $\theta$ and $p^C$, respectively. For the ease of discussion only one trial is considered, though generalizations are straightforward. Write the joint likelihood $\exp(-p^T n^T)(p^T n^T)^{x_T} \times \exp(-p^C n^C)(p^C n^C)^{x_C}$ as product of $\ell_1(\theta) = (n^T \theta / (n^C + n^T \theta))^{x_T}$ $(n^C / (n^C + n^T \theta))^{x_C}$ and $\ell_2(\eta_n) = \exp(-\eta_n)\eta_n^{x_C}$, where $\theta$ is the risk ratio and $\eta_n = n^T p^T + n^C p^C$.

In case that the trial is balanced $\eta_n = n^T p^T + n^C p^C = \eta(n^T + n^C)$, and $\theta$ and $\eta = p^T + p^C$ are orthogonal. In the case of orthogonality, one can solely base inference on $\ell_1(\theta)$, and the profile likelihood is identical to $\ell_1(\theta)$ which is also a true likelihood. If the trial is unbalanced, the transformation $\eta_n = n^T p^T + n^C p^C$ necessarily incorporates the known, trial-specific sample size parameters, but $\ell_1(\theta)$ will remain identical. Alternatively, one may base inference on the likelihood conditional on the sufficient statistic $x = x_T + x_C$ for the nuisance parameter, and, although this is by no means in generality the case, it does turn out again to be $\ell_1(\eta)$ (see for a more general discussion Reference [23] or [24]). Yet, another way in dealing with the nuisance parameter is suggested in Reference [25]. It is suggested to use as effect measure the odds ratio and base inference on the full, product-binomial likelihood—without eliminating the nuisance parameter. In a second step, inference is based upon the distribution of $X^C$—conditional upon $X^T$ and $X^C$. The occurring non-central hypergeometric distribution is a function of the odds ratio only, so that the associated likelihood is free of the nuisance parameter. This appears to be an attractive approach and—despite the complex character of the non-central hypergeometric likelihood—should be analysed in further depth and compared with the profile approach in future work.

The second issue is the modelling of the occurrence of heterogeneity. Very often, especially in random effects models, it is assumed that the parameter of interest has a continuous distribution (see Reference [12] or [5]). We assume a discrete distribution for the mixing distribution (see in detail Reference [19]) which explains the unobserved heterogeneity and occurs in a natural way...
as the marginal distribution of the unobserved covariate. Van Houwelingen et al. [25] follow this route as well by using a discrete mixture of non-central hypergeometric distributions. However, Van Houwelingen et al. [25] find it more desirable to have a smooth mixing distribution and use a normal distribution in estimating the true mixing distribution. In our view, the problem lies in the fact that true model for the mixing distribution is unknown, and if it is left unspecified, the resulting estimate is necessarily discrete. If, in fact, the true mixing distribution is continuous, we would argue that the discretely estimated mixing distribution would provide a reasonable approximation, at least it has a likelihood always as large as the corresponding one of the continuous mixing distribution. Note also that modelling a discrete mixture distribution includes the potential case of effect homogeneity. Frequently in MAIPD, only one component is found, so that effect heterogeneity can be excluded without further statistical testing.

In some MAIPD study-covariates such as treatment modifications, time of study, etc. are available. Some heterogeneity might be explained by means of these covariates and it is possible to extend the modelling to incorporate the covariates into each of the three models (see also Reference [26] or, in particular for the PL-method, Reference [27]).

The main result of this paper can be seen in the fact that the PL model can be considered as a clear alternative compared to the AL method. When comparing the PL method with the ML model, the role of the baseline heterogeneity must be considered. When a strong baseline heterogeneity occurs, as can be seen in the example in Figure 5, the PL method is preferred over the ML model. The ML model is more adequate for estimating the treatment effect if baseline homogeneity exists. However, in meta-analysis, baseline homogeneity rarely occurs and is therefore a strong assumption.

One limiting assumption of the PL model is the Poisson distribution for the study specific event counts. This might be realistic if the MAIPD consists of event counts within person-times, although study data of the MAIPD are often given as event counts per number under risk, so that a binomial distribution might be more appropriate.

The Poisson distribution is, however, a reasonable approximation of the binomial distribution and an excellent approximation if the event counts are sparse. In principle, it is possible to apply the PL framework to the binomial likelihood, but in this case the PL function becomes complex and is difficult to evaluate. Therefore, it loses its attractiveness to practitioners. The results obtained here are derived from a PhD thesis and detailed comparisons can be found there (see Reference [4]). In particular, it could be demonstrated that the effect of the misspecification of the likelihood is minor and in most cases could be ignored.

APPENDIX A: DETAILS ON THE M-STEP IN THE EM ALGORITHM FOR THE THREE MODELS

Here, the various forms of the M-step are derived for the three models. All expected log-likelihoods (ignoring only data dependent terms) and the associated estimators are given as follows:

- Approximate likelihood model

\[
\sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[f(x_{i} | \theta_{j})] = \sum_{i=1}^{k} \sum_{j=1}^{m} - \frac{e_{ij}(x_{i} \log(\theta_{j}))^{2}}{2\hat{\sigma}_{i}^{2}} \tag{A1}
\]
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Estimator:
\[ \hat{\theta}_j = \sum_{i=1}^{k} e_{ij} x_i / \sum_{i=1}^{k} e_{ij}^2 / \sum_{i=1}^{k} e_{ij} / \hat{\alpha}_i^2 \] (A2)

- Multi-level-model
\[ \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[f(x_i | \alpha_j, \beta_j)] = \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} (x_i^C \alpha_j - n_i^C e_{ii}) + x_i^T (\alpha_j + \beta_j) - n_i^T e_{ii}^2 \] (A3)

Estimators:
\[ \hat{\alpha}_j = \log \left( \frac{\sum_{i=1}^{k} e_{ij} x_i^C}{\sum_{i=1}^{k} e_{ij} n_i^C} \right) \] (A4)
\[ \hat{\beta}_j = \log \left( \frac{\sum_{i=1}^{k} e_{ij} x_i^T \sum_{i=1}^{k} e_{ij} n_i^C}{\sum_{i=1}^{k} e_{ij} n_i^T \sum_{i=1}^{k} e_{ij} x_i^C} \right) \] (A5)
\[ \hat{\theta}_j = \frac{\sum_{i=1}^{k} e_{ij} x_i^T \sum_{i=1}^{k} e_{ij} n_i^C}{\sum_{i=1}^{k} e_{ij} n_i^T \sum_{i=1}^{k} e_{ij} x_i^C} \] (A6)

The effect parameter \( \hat{\beta}_j \) is in this case the log relative risk.

- Profile-likelihood model
\[ \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} \log[f(x_i | \theta_j)] = \sum_{i=1}^{k} \sum_{j=1}^{m} e_{ij} x_i^T \log(\theta_i) - e_{ij} \log(n_i^T \theta_i + n_i^C) \] (A7)

Estimator:
\[ \hat{\theta}_j = \sum_{i=1}^{k} e_{ij} x_i^T n_i^C (n_i^T \hat{\theta}_j + n_i^C)^{-1} \sum_{i=1}^{k} e_{ij} x_i^C n_i^T (n_i^T \hat{\theta}_j + n_i^C)^{-1} \] (A8)
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