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One of the most frequently cited reasons for conducting a meta-analysis is the increase in statistical power that it affords a reviewer. This article demonstrates that fixed-effects meta-analysis increases statistical power by reducing the standard error of the weighted average effect size ($T$) and, in so doing, shrinks the confidence interval around $T$. Small confidence intervals make it more likely for reviewers to detect nonzero population effects, thereby increasing statistical power. Smaller confidence intervals also represent increased precision of the estimated population effect size. Computational examples are provided for 3 effect-size indices: $d$ (standardized mean difference), Pearson's $r$, and odds ratios. Random-effects meta-analyses also may show increased statistical power and a smaller standard error of the weighted average effect size. However, the authors demonstrate that increasing the number of studies in a random-effects meta-analysis does not always increase statistical power.

Since 1976, thousands of meta-analyses have been published in a variety of disciplines, including medicine, psychology, environmental science, and education. One of the most frequently cited reasons for conducting a meta-analysis is the increase in statistical power that it affords a reviewer. The following passages illustrate this point:

The problems created by low statistical power in individual studies are central to the need for meta-analysis (Hunter & Schmidt, 1990, p. 75);

Quantitative reviews or meta-analysis have been likened to a tower of statistical power that allows researchers to rise above the body of evidence (Murlow, 1995, p. 4);

Compared with statistical analyses in primary studies, statistical power will typically be much higher in meta-analyses (Matt & Cook, 1994, p. 510);

Among the many virtues that have been extolled for meta-analysis, the main appeal is that it can convert existing things into something better. “Significance” can be attained statistically when small group sizes are pooled into big ones (Feinstein, 1995, p. 71).

Illustrative of these claims is a meta-analysis of 33 clinical trials examining the effect of administering intravenous streptokinase to patients who were hospitalized for acute myocardial infarction (Lau et al., 1992). Twenty-seven of the 33 trials failed to identify significant treatment effects on patient mortality, yet a meta-analysis of these same studies revealed that streptokinase significantly reduces the odds of dying by approximately 20%.

How does meta-analysis increase statistical power and thereby help reviewers detect population effects or relationships in a set of studies when those effects remain undetected within the individual studies themselves? Some investigators erroneously assume that the increased statistical power results from a simple pooling of subjects across studies, resulting in a single large sample and increased statistical power. Meta-analysis, however, does not pool subjects into a single sample. Indeed the latter strategy is not recommended (Bravata & Olkin, 2002) and can result in outcomes characterized by Simpson’s paradox (Simpson, 1951).
Other researchers hold more skeptical views, maintaining that meta-analysis is a form of statistical alchemy, converting nonsignificant findings into significant ones (Feinstein, 1995).

Although several articles have addressed issues related to meta-analysis and statistical power (e.g., Hedges & Pigott, 2001; Hunter & Schmidt, 1990; Strube, 1985; Strube & Miller, 1986), no article has explained how meta-analysis increases the statistical power of tests of overall treatment effects and relationships. This article addresses this gap in explanation. We begin with a brief discussion of power in general and in the meta-analytic context, then we illustrate how meta-analysis increases power in three syntheses using different effect-size indices.

Statistical Power

Statistical power refers to the likelihood of detecting, within a sample, an effect or relationship that exists within the population. More formally stated, “the power of a statistical test of a null hypothesis is the probability that it will lead to the rejection of the null hypothesis, i.e., the probability that it will result in the conclusion that the phenomenon exists” (Cohen, 1988, p. 4). Early work by Cohen (1962) revealed that behavioral science research was plagued by low statistical power. For example, he reported that the median level of statistical power associated with studies published in the 1960 volume of the Journal of Social and Abnormal Psychology was only .46 (assuming a two-tailed test, \( \alpha = .05 \), and a medium effect size); more recent assessments reveal similarly low estimates of statistical power (Cohen, 1992; Sedlmeier & Gigerenzer, 1989). Traditional narrative reviews are unable to distinguish between null findings that result from low power and null findings that reflect a genuine absence of population effects, sometimes leading reviewers to erroneously conclude that a body of evidence does not support a proposed relationship or treatment effect. Indeed, if the statistical power of each study in a review is less than .50, then simply tabulating the number of significant findings (i.e., vote counting) leads “to the wrong decision more often as the amount of evidence (number of studies) increases” (Hedges & Olkin, 1985, p. 50; see also Hedges & Olkin, 1980; Hunter & Schmidt, 1990). A meta-analysis of such studies, however, can increase the likelihood of detecting population effects. The following discussion explains why this occurs.

Meta-Analysis

One typical goal of meta-analysis is to estimate a population effect-size parameter, \( \theta \). In this article we are concerned with the power of tests of null hypotheses about \( \theta \). A second goal of meta-analysis is to increase the precision of our estimate of \( \theta \). Two types of analyses can be used to reach these goals: fixed-effects analyses and random-effects analyses. The decision to use a random- or fixed-effects meta-analysis depends on a number of issues. For illustrative purposes, we subject each of three data sets to a fixed- or random-effects analysis without considering such issues as heterogeneity, publication bias, or other theoretical concerns that would typically influence a reviewer’s choice of models. We begin with a discussion of power under the fixed-effects model and then turn to a discussion of random-effects analyses.

Fixed-Effects Models

The simplest fixed-effects analysis assumes that all samples arise from one population with a common parameter \( \theta \). Equivalently we may say that we are assuming that a fixed-effects model applies in such cases. Each study in the analysis contributes to the estimate of \( \theta \) by providing a sample effect-size index, \( T_i \) (e.g., a standardized mean difference or correlation). Effect sizes with small variances provide better (more precise) estimates of the population effect size (\( \theta \)) than do effects with large variances. Thus, effect sizes with small variances are weighted more heavily when estimating \( \theta \). Notably, the variance (\( v_i \)) of a sample effect size is always a function of the sample size of the study from which it was calculated. (We show formulas for several instantiations of \( v_i \) below.)

When the fixed-effects model applies, the weighted average effect size (\( T \)) provides the best estimate of the population effect size \( \theta \) (Hedges & Olkin, 1985). The weighted average effect size is defined (e.g., by Hedges & Olkin, 1985) as

\[
T = \sum w_i T_i / \sum w_i
\]

where \( T_i \) is the effect size computed from the \( i \)th study, and \( w_i \) is the weight assigned to the effect size in the \( i \)th study. For the fixed-effects model the weight \( w_i \) is, in general, defined as \( w_i = 1/v_i \). Each sample effect size (\( T_i \)) contributing to the estimate of \( T \) is weighted by the inverse (i.e., reciprocal) of its variance. Weighting by the inverse of the variance ensures that effect sizes with small variances contribute
more to the weighted average effect size than do effect sizes with large variances.

The variance \( V \) of the weighted average effect size is approximated by

\[
V = 1/\sum w_i
\]

where \( w_i \) represents the weight assigned to the \( i \)th effect size (Hedges & Olkin, 1985). Under the fixed-effects model, the 95% confidence interval (CI) constructed around \( T \) is defined as

\[
T \pm 1.96 \sqrt{V}.
\]

Notably, under the fixed-effects model, the value of \( V \) becomes smaller as the total number of subjects included in a meta-analysis increases (all other things being equal). Hence the standard error \( \sqrt{V} \) of the weighted average effect size also becomes smaller as the number of subjects in a meta-analysis increases. As the standard error \( \sqrt{V} \) of the weighted average effect size becomes smaller, the confidence interval around \( T \) (the weighted average effect size) must also become smaller. Small confidence intervals are less likely to include zero (assuming \( \theta \) does not equal zero), making it easier to detect nonzero population effects. Small confidence intervals also correspond with more precise estimates of \( \theta \). Indeed, it is the smaller confidence intervals that many investigators regard as the main advantage associated with meta-analysis.

The test of a nonzero effect (i.e., a test of \( H_{0i}: \theta = 0 \)) can be computed as \( Z = T/\sqrt{V} \), which under certain standard assumptions has a standard normal distribution under the null hypothesis. Hedges and Pigott (2001) showed how to compute power levels for a variety of tests in meta-analysis, including this test of the population effect. They noted that if the null hypothesis is false, and \( \theta \) takes on some other value (say \( \theta_1 \)), then the mean of the distribution of the \( Z \) test is not zero but rather is

\[
\lambda = (\theta_1 - \theta)/\sqrt{V}.
\]

Hedges and Pigott showed that the power of a two-sided \( Z \) test to detect an effect of size \( \theta_1 \) is

\[
\text{Power} = 1 - \Phi(C_{\alpha/2} - \lambda) + \Phi(-C_{\alpha/2} - \lambda),
\]

where \( \Phi(x) \) is the standard normal cumulative distribution function, and \( C_{\alpha/2} \) is the standard normal critical value for the two-sided test at level \( \alpha \) (i.e., we compare \( |Z| \) to \( C_{\alpha/2} \)).

According to this complex formula, power increases as \( \lambda \) increases, which occurs either when variability (i.e., \( V \)) decreases or the population effect to be detected (\( \theta_1 \)) deviates from \( \theta \). Below we have computed power values for the test of \( H_{0i}: \theta = 0 \) at a value of \( \theta_1 \) equal to the mean effect that is estimated from the full meta-analysis used in each example. We chose this value simply for convenience. An argument can be made that, in real practice, one should choose a value of \( \theta_1 \) on the basis of theoretical considerations, practical import, or available data. In addition, in real practice the meta-analyst would not usually know the value of the mean effect before conducting the synthesis (when power might be calculated).

**Fixed-Effects Meta-Analysis and Statistical Power**

**Standardized Mean Differences**

We consider first the example of the standardized-mean-difference effect size, which compares the average performances of two groups on some outcome (here denoted as \( X \)). Let \( g_i \) be defined as

\[
g_i = (\bar{X}_{1i} - \bar{X}_{2i})/S_i,
\]

where \( \bar{X}_{1i} \) and \( \bar{X}_{2i} \) are the means of the two comparison groups, and \( S_i \) is the pooled within-groups standard deviation. In general (per Hedges, 1981) we typically unbiased the estimator \( g_i \) by means of

\[
d_i = c(m_i)g_i = 1 - 3/(4m_i - 1)g_i,
\]

where \( m_i \) is the appropriate degrees of freedom—for the two-sample comparison it is \( m_i = n_{1i} + n_{2i} - 2 \).

So, if the index of effect (\( T_i \) above) is an unbiased standardized mean difference, \( d_i \), the variance of \( d_i \) is defined as

\[
v_i = [(n_{1i} + n_{2i})/2(n_{1i} + n_{2i})] + [d_i^2/2(n_{1i} + n_{2i})],
\]

where \( n_{1i} \) and \( n_{2i} \) represent the sample sizes of the two groups in the \( i \)th study (Hedges & Olkin, 1985). As the sample size increases, \( v_i \) must necessarily decrease in value. Also \( w_i \) is defined as

\[
w_i = 1/v_i = [(n_{1i} + n_{2i})/2(n_{1i} + n_{2i})] + [d_i^2/2(n_{1i} + n_{2i})]^{-1}.
\]

The weighted average effect size \( \bar{d} \) is itself a sample statistic with a known variance and a known sampling distribution (Hedges & Becker, 1986). The weighted average effect size for standardized mean differences is defined as

\[
\bar{d} = \sum w_id/\sum w_i,
\]
where \( d_i \) is the standardized mean difference computed from the \( i \)th study, and \( w_i \) given above is the weight assigned to the standardized mean difference in the \( i \)th study. For large samples \((n_p > 10 \text{ per group in each study})\), \( d_i \) is approximately normally distributed (Hedges & Olkin, 1985). The variance \((V_i)\) of the weighted average effect size is approximated by \( V_i = 1/\sum w_i \). The 95% CI constructed around \( d_i \) is defined as above: \( d_i \pm 1.96 \sqrt{V_i} \).

The data presented in Table 1 illustrate the relationship between meta-analysis and statistical power for standardized-mean-difference data. The data are adapted from a meta-analysis of gender differences in risk taking (Byrnes, Miller, & Schafer, 1999). Table 1 summarizes the subset of 12 findings regarding sex differences in self-reported risky driving behaviors among 14- to 21-year-old adolescents. To meet the assumption of independence, we used only one effect size per sample in the present analysis. We subjected these data to a cumulative meta-analysis (Lau et al., 1992) to illustrate how meta-analysis increases statistical power. We have ordered and accumulated the studies, according to publication date, to show how power increases as studies accumulate over time.

If the meta-analysis only included the first study (Flaherty and Arenson, 1978; as cited in Byrnes et al., 1999), then the 95% CI would equal \( d_i \pm 0.483 \) and the power to detect an effect equal to \( \delta = 0.36 \) standard deviations would be 0.31 (see Table 1, last two columns). If the first two studies (Flaherty & Arenson, 1978, and Moore and Rosenthal, 1992; as cited in Byrnes et al., 1999) are included in the meta-analysis then the 95% CI is \( d_i \pm 0.254 \), and the power increases to just under 80%. Similarly, if the first three studies are included in the meta-analysis then the 95% CI is \( d_i \pm 0.101 \), and if four studies are included in the analysis then the 95% CI is \( d_i \pm 0.073 \), and the power has risen to essentially 1.0. We would be almost sure to detect a population effect of 0.36 standard deviations even with only the first 3 of the 12 studies that have been conducted. If all 12 studies are included in the meta-analysis then the 95% CI is \( d_i \pm 0.046 \). Note that power increases as each new sample is added to the meta-analysis (see the next-to-last column in Table 1). This is reflected in the confidence intervals that become progressively smaller, as is readily apparent in Figure 1A. Note, also, that as studies are added, the combined estimate of the size of the gender difference stabilizes and converges to an estimate near the mean of the 12 effects; this is also evident in the figure. As smaller confidence intervals converge on a population effect that is nonzero, the likelihood of detecting the nonzero effect increases; that is, small confidence intervals increase statistical power when the true effect \( \theta \) is nonzero. A small confidence interval also increases the precision of our estimate, narrowing the range of potential population values.

**Pearson Correlations**

Next we consider the case where our \( T_i \) is a Pearson product–moment correlation, that is, \( T_i = r_i \). Under

<table>
<thead>
<tr>
<th>Study date</th>
<th>Standardized mean difference ( d_i )</th>
<th>( n_m )</th>
<th>( n_f )</th>
<th>Cumulative ( n )</th>
<th>Cumulative weighted average effect size ( d_i )</th>
<th>95% CI</th>
<th>Power to detect ( \delta = 0.36 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1978</td>
<td>0.03</td>
<td>28</td>
<td>40</td>
<td>68</td>
<td>0.03</td>
<td>( d_i \pm 0.483 )</td>
<td>( 0.31 )</td>
</tr>
<tr>
<td>1992</td>
<td>0.53</td>
<td>71</td>
<td>118</td>
<td>257</td>
<td>0.39</td>
<td>( d_i \pm 0.254 )</td>
<td>( 0.79 )</td>
</tr>
<tr>
<td>1992</td>
<td>0.67</td>
<td>678</td>
<td>673</td>
<td>1,608</td>
<td>0.63</td>
<td>( d_i \pm 0.101 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1993</td>
<td>0.06</td>
<td>704</td>
<td>672</td>
<td>2,984</td>
<td>0.36</td>
<td>( d_i \pm 0.073 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1994</td>
<td>0.33</td>
<td>108</td>
<td>125</td>
<td>3,217</td>
<td>0.35</td>
<td>( d_i \pm 0.070 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1995</td>
<td>-0.08</td>
<td>139</td>
<td>147</td>
<td>3,503</td>
<td>0.32</td>
<td>( d_i \pm 0.067 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1995</td>
<td>0.75</td>
<td>55</td>
<td>101</td>
<td>3,659</td>
<td>0.33</td>
<td>( d_i \pm 0.066 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1996</td>
<td>0.48</td>
<td>303</td>
<td>376</td>
<td>4,338</td>
<td>0.36</td>
<td>( d_i \pm 0.061 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1996</td>
<td>0.61</td>
<td>88</td>
<td>178</td>
<td>4,604</td>
<td>0.37</td>
<td>( d_i \pm 0.059 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1996</td>
<td>0.22</td>
<td>559</td>
<td>373</td>
<td>5,536</td>
<td>0.34</td>
<td>( d_i \pm 0.054 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1996</td>
<td>0.23</td>
<td>156</td>
<td>147</td>
<td>5,839</td>
<td>0.34</td>
<td>( d_i \pm 0.052 )</td>
<td>( &gt;.99 )</td>
</tr>
<tr>
<td>1996</td>
<td>0.43</td>
<td>906</td>
<td>880</td>
<td>7,625</td>
<td>0.36</td>
<td>( d_i \pm 0.046 )</td>
<td>( &gt;.99 )</td>
</tr>
</tbody>
</table>

Note. Sample sizes and effect sizes in columns 2, 3, and 4 are as cited in “Gender Differences in Risk Taking: A Meta-Analysis,” by J. P. Byrnes, D. C. Miller, & W. D. Schafer, 1999, Psychological Bulletin, 125, Table 1, pp. 374–376. Copyright 1999 by the American Psychological Association. Adapted with permission of author. Positive \( d_i \) values indicate more risky behaviors for males. \( n_m \) = male sample size; \( n_f \) = female sample size; \( d_i \) = weighted average effect size; CI = confidence interval.
the fixed-effects model, each sample correlation that is included in a meta-analysis provides an estimate of the population correlation. When the sampling distribution of \( r \) departs from normality, making it difficult to construct confidence intervals around the estimate of \( \rho \). In meta-analysis, therefore, sample correlations are often replaced by Fisher’s z-transformed correlations (\( z_i \)), which have a known variance and a sampling distribution that approximates a normal distribution for sample sizes of at least 20 (Hedges & Olkin, 1985). Consider the case where the correlation \( r_i \) in study \( i \) is based on \( n_i \) pairs of scores. The variance (\( V_i \)) of Fisher’s transformation \( z_i \) equals \( 1/(n_i - 3) \), the associated weight \( w_i \) equals \( n_i - 3 \) (i.e., the inverse of the variance), and the weighted average of the z-transformed correlations is defined as

\[
\bar{z}_r = \frac{\sum w_i z_i}{\sum w_i},
\]

The weighted average of the z-transformed correlations (\( \bar{z}_r \)) is itself a sample statistic with a known variance and sampling distribution that is approximately normally distributed (Hedges & Olkin, 1985). The variance (\( V_r \)) of the weighted average z-transformed correlation is approximated by

\[
V_r = 1/\sum w_i = 1/\sum (n_i - 3) = 1/(N - 3k),
\]

where \( w_i \) is the weight assigned to the \( i \)th z value (that is, the z-transformed correlation from study \( i \)), \( N \) is the total number of subjects in the meta-analysis \( (N = \sum n_i) \), and \( k \) is the number of studies. This representation of \( V_r \) shows clearly how \( V_r \) becomes smaller as the number of subjects in the meta-analysis \( (N) \) increases. The 95% CI constructed around \( \bar{z}_r \) is defined as

\[
\bar{z}_r \pm 1.96 \sqrt{V_r}.
\]

Hence the standard error (\( \sqrt{V_r} \)) of the weighted average of the z-transformed correlations (\( \bar{z}_r \)) also becomes smaller as the number of subjects in a meta-analysis increases. As the standard error (\( \sqrt{V_r} \)) of the weighted average correlation gets smaller, the confidence interval around \( \bar{z}_r \) also gets smaller, making it less likely that zero is included within the CI (when \( \rho \neq 0 \)).

The data presented in Table 2 illustrate how meta-analysis increases the statistical power associated with a set of sample correlations. The data are adapted from a narrative review of studies that investigated the relationship between sensation seeking scores and levels of monoamine oxidase, a brain enzyme (Zuckerman, 1994, p. 298). Six of the 13 correlations reported in the review are nonsignificant (i.e., have individual \( p \) values above .05). We subjected the 13 z-transformed correlations to the type of cumulative meta-analysis described in the previous section. Power values are computed for detecting a population z value of \( z_p = 0.25 \) (the mean effect found for all 13 studies). We have presented the means and confidence intervals in the z metric, but for the values we show the transformation back to the correlation scale would not change the values much. For instance, a mean Fisher \( z_r \) equal to 0.25 corresponds to a mean correlation of .245.

Results are presented in the last columns of Table 2. When the meta-analysis is restricted to Study 1, then the 95% CI is \( \bar{z}_r = 0.249 \) with power of 50%; when the meta-analysis is restricted to Studies 1 and 2 then the 95% CI is \( \bar{z}_r = 0.208 \) with power equal to .65, and when the meta-analysis is restricted to Stud-
ies 1, 2, and 3 then the 95% CI is $z_r \pm 0.146$, and power is .92. Including all 13 studies in the meta-analysis yields the smallest 95% CI: $z_r \pm 0.082$ (see Figure 1B). Here, again, the data illustrate how each additional study in a meta-analysis reduces the 95% CI constructed around the weighted average effect size (in this case, the weighted average of the $z$-transformed correlations). A small confidence interval increases the likelihood of detecting nonzero population correlations, thereby increasing statistical power. A small confidence interval also increases the precision of our estimate, narrowing the range of plausible potential population values. Also again in this data set, the probability of detecting a population effect the size of the mean $z_r$ (based on all studies in the meta-analysis) had reached essentially 1.0 when only about half of the studies included in the synthesis had been conducted.

**Odds Ratios**

Odds ratios are an appropriate effect-size index, $T_r$, for a meta-analysis of dichotomous data (Fleiss, 1993, 1994; Haddock, Rindskopf, & Shadish, 1998). Each sample odds ratio ($or_i$) included in a meta-analysis provides an estimate of the population odds ratio ($T$). The sampling distribution of the odds ratio departs from normality, making it difficult to construct confidence intervals around the estimate of $T$. In a meta-analysis, therefore, each sample odds ratio ($or_i$) is replaced by the natural log of the odds ratio, which has a known variance and a sampling distribution that approximates a normal distribution (Fleiss, 1994). Let the natural log of the odds ratio be denoted by $T_i = \ln[or_i]$. The variance ($v_i$) of $\ln[or_i]$ is defined as

$$v_i = 1/n_1 + 1/n_2 + 1/n_3 + 1/n_4,$$

where $n_1$, $n_2$, $n_3$, and $n_4$ represent the relevant sample sizes in a study (e.g., $n_1$ could represent the number of subjects in a smoking cessation program who stopped smoking, $n_2$ represents the number of participants in the program who did not stop smoking, $n_3$ represents the number of participants in the control group who stopped smoking, and $n_4$ represents the number of participants in the control group who did not stop smoking). The weight ($w_i$) assigned to a log-transformed odds ratio is defined as $1/v_i$ (i.e., the inverse of the variance). Thus the weighted average effect size (in this case, the weighted average of the natural log-transformed odds ratios) is defined as

$$\bar{T} = \sum w_i \ln[or_i] / \sum w_i.$$

The weighted average log odds ratio (i.e., $\bar{T}$) is also a sample statistic that has a known variance and sampling distribution. $\bar{T}$ is approximately normally distributed (Fleiss, 1994). The variance ($V_r$) of the weighted average of the log odds ratios is approximated by

$$V_r = 1/\sum w_i,$$

where $w_i$ represents the weight assigned to the $i$th sample log-transformed odds ratio. The 95% CI con-
constructed around the weighted average of the log odds ratios is

$$\bar{T} \pm 1.96 \sqrt{V}.$$  

Here, too, the value of $V$ becomes smaller as the number of subjects in the meta-analysis increases. Hence the standard error ($\sqrt{V}$) of the weighted average of the log odds ratios also becomes smaller as the number of subjects in a meta-analysis increases. As the standard error ($\sqrt{V}$) of the weighted average-log odds ratio becomes smaller, the confidence interval around $\bar{T}$ also becomes smaller, reducing the likelihood that zero is included within the CI (when $\ln[T] \neq 0$). Thus decreases in $V$ lead to higher power, as was true for the two previous indices.

The data presented in Table 3 illustrate how meta-analysis increases the statistical power associated with a set of sample odds ratios. The data are adapted from a summary of seven studies investigating if mortality rates decline after administering aspirin to patients who suffered myocardial infarctions (Fleiss, 1993; the Appendix provides the relevant summary statistics). Power values are computed for detecting a population log odds ratio of $\ln[T] = 0.109$ (the mean effect found for all seven studies).

If the cumulative meta-analysis is restricted to Study 1, then the 95% CI is $\bar{T} \pm 0.386$ with power of about 9%; if the meta-analysis is restricted to Studies 1 and 2 then the 95% CI is $\bar{T} \pm 0.277$, and power is .12; and if the meta-analysis is restricted to Studies 1, 2, and 3 then the 95% CI is $\bar{T} \pm 0.197$, and power has increased to only 20%. Each additional study reduces still further the 95% CI and increases the power (see Table 3, last two columns). Including all seven studies in the meta-analysis yields the smallest 95% CI: $\bar{T} \pm 0.065$ (see Figure 1C) and the power has reached about 92%—still not quite as high as for our first two examples. This outcome does not reflect a property of odds ratios; instead, the low power reflects the fact that the effect to be detected here ($\ln[T] = 0.109$) is relatively small, corresponding to an odds ratio just over one ($T = 1.12$). Small confidence intervals increase the likelihood of detecting odds ratios different from 1.0, thereby increasing statistical power even when the effect to be detected is rather small. Small confidence intervals also increase the precision of our estimate of the population effect size.

Random-Effects Models

The preceding discussion applies to fixed-effects analyses, which assume that sample effect sizes are homogeneous and estimate a single population parameter. In contrast, a random-effects analysis assumes that the effect sizes included in a review are heterogeneous and sampled from a distribution of population effect sizes (Hedges & Vevea, 1998; Hunter & Schmidt, 2000). Under the random-effects model, we are typically estimating the mean of the distribution of effects and its variance. Thus within the random-effects model, two sources of variability contribute to observed differences among sample effect sizes: (a) sampling error and (b) heterogeneity among the estimated population values. The latter heterogeneity reflects the random-effects variance component ($\hat{\tau}^2$) whose value must be estimated and then added to each individual $v_i$ prior to calculating $T_i$. The standard error of $T_i$ and the 95% CI associated with $T_i$. Adding the random-effects variance component ($\hat{\tau}^2$) to each $v_i$ has two notable consequences: (a) It results in a larger

<table>
<thead>
<tr>
<th>Study date</th>
<th>$\ln[or_i]$</th>
<th>$n_i$</th>
<th>Cumulative</th>
<th>Cumulative weighted average effect size $\bar{T}_i$</th>
<th>95% CI</th>
<th>Power to detect $\ln[T] = .11$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1974</td>
<td>.329</td>
<td>1,239</td>
<td>1,239</td>
<td>.329</td>
<td>$\bar{T} \pm .386$</td>
<td>.09</td>
</tr>
<tr>
<td>1976</td>
<td>.385</td>
<td>1,529</td>
<td>2,768</td>
<td>.356</td>
<td>$\bar{T} \pm .277$</td>
<td>.12</td>
</tr>
<tr>
<td>1979</td>
<td>.220</td>
<td>1,682</td>
<td>4,450</td>
<td>.289</td>
<td>$\bar{T} \pm .197$</td>
<td>.20</td>
</tr>
<tr>
<td>1979</td>
<td>.222</td>
<td>626</td>
<td>5,076</td>
<td>.280</td>
<td>$\bar{T} \pm .183$</td>
<td>.22</td>
</tr>
<tr>
<td>1980</td>
<td>.226</td>
<td>1,216</td>
<td>6,292</td>
<td>.269</td>
<td>$\bar{T} \pm .164$</td>
<td>.26</td>
</tr>
<tr>
<td>1980</td>
<td>-.125</td>
<td>4,524</td>
<td>10,816</td>
<td>.103</td>
<td>$\bar{T} \pm .125$</td>
<td>.41</td>
</tr>
<tr>
<td>1988</td>
<td>.111</td>
<td>17,187</td>
<td>28,003</td>
<td>.109</td>
<td>$\bar{T} \pm .065$</td>
<td>.92</td>
</tr>
</tbody>
</table>

Note. Odds ratio data in column 2 are as cited in “The Statistical Basis of Meta-Analysis,” by J. L. Fleiss, 1993, Statistical Methods in Medical Research, 2, Table 6, p. 134, and Table 7, p. 136. Copyright 1993 by the Division of Biostatistics, Columbia School of Public Health. Adapted with permission. Frequency data are presented in the Appendix. $\ln[or_i]$ = natural log of the odds ratio; $n$ = sample size; $\bar{T}$ = the weighted average effect size in the log odds metric; CI = confidence interval; $\ln[T]$ = natural logarithm of the population odds ratio.
estimate of the standard error of \( \bar{T} \) (i.e., \( \sqrt{V_i} \)), and (b) it results in a wider 95% CI around \( \bar{T} \) (i.e., \( \pm 1.96 \times \sqrt{V^*} \)), where \( V^* \) is the standard error of the mean \( \bar{T} \) under the random-effects model.

Several writers recommend using random-effects (RE) analyses rather than fixed-effects (FE) analyses because RE analyses yield wider confidence intervals around the weighted average effect size, thereby reducing the likelihood of committing a Type I error. From this standpoint RE analyses are regarded as producing the likelihood of committing a Type I error.

In addition to reducing the likelihood of Type I errors, RE analyses reduce the tendency to attribute greater precision to the estimated effect size than is justified (a problem that may accompany FE analyses). Perhaps more importantly, RE analyses may permit generalizations that extend beyond the studies included in a review, whereas FE analyses are more restrictive and only permit inferences about estimated parameters. The preceding concerns led Hunter and Schmidt (2000) to conclude “that FE models and procedures are rarely, if ever, appropriate for real data in meta-analysis and that therefore RE models and procedures should be used in preference to FE models and procedures” (p. 284).

Despite the increasing use of RE analyses, several limitations associated with RE analyses should be noted. First, the studies included in a meta-analysis probably never represent a random selection of studies that could have been conducted in a research domain, thereby violating a basic assumption of the RE model. Indeed, the studies included in a meta-analysis are rarely a random sample of studies that have been conducted in a research domain, again violating an assumption of the RE model. In both cases, RE analyses may yield inferences that are misleading. Perhaps more importantly, the two types of analyses (FE and RE) address fundamentally different research questions, a point that is often misunderstood. Replacing one set of analyses (e.g., FE) with another set of analyses (RE) can introduce an unintentional “sleight of hand” whereby one research question is unknowingly substituted for another. Within an FE model, the research question might be phrased as follows: “What is the best estimate of the population effect size and is it of practical or theoretical importance?” The statistical null hypothesis typically assumes that \( \theta \) is zero; computing the mean effect size and its associated 95% CI provides a test of this hypothesis.

Within the RE model, however, the goal is not the estimation of a single population effect size because the RE model presupposes a distribution of population effect sizes from which sample effect sizes have been drawn. Thus computing the mean of the distribution of population effect sizes (RE model) yields different information than computing the mean of the distribution of sample effect sizes (FE model). Shadish (1992) and Hedges and Pigott (2001) noted that within the RE model there may be instances in which the average population effect size is positive yet some of the individual population effect sizes may be zero or negative, which “corresponds to the substantive idea that some realizations of the treatment may actually be harmful even if the average effect of the treatment \( \mu \) is beneficial” (Hedges & Pigott, 2001, p. 211). Likewise, there will be instances in which the mean population effect size is zero although some of the individual population effect sizes are themselves positive (and others negative) in value. The research question underlying an RE analysis might be phrased as follows: “What is the range and distribution of population effect sizes, and what proportion of these values is small or large, negative or positive?”

### Statistical Power and the Random-Effects Model

Random-effects meta-analyses also can increase statistical power by reducing the standard error of the weighted average effect size. However, increasing the number of studies in a random-effects meta-analysis from \( k \) to \( k + 1 \) does not always yield increased statistical power (as it does in a fixed-effects analysis). Recall that within the random-effects model two sources of variability contribute to observed differences among sample effect sizes—sampling error and heterogeneity among the estimated population values. Between-studies heterogeneity is reflected in the random-effects variance component (\( \hat{\tau}^2 \)), an estimate of which is added to each individual \( v_i \) prior to calculating the standard error of \( \bar{T} \) and its 95% CI. One method for estimating the random-effects variance component (\( \hat{\tau}^2 \)) is provided by Hedges and Vevea (1998): 

\[
\hat{\tau}^2 = \frac{Q - (k - 1)}{c} \quad \text{when} \quad Q \geq k - 1,
\]

where

\[
Q = \sum w_j (T_j - \bar{T})^2 \quad \text{and} \quad c = \sum w_j - (\sum (w_j)^2 / \sum w_j).
\]

If the variance-component estimate derived from a set of...
$k + 1$ studies is larger than the variance component estimate derived from the initial set of $k$ studies, then the standard error of $\bar{d}$. may increase, resulting in decreased statistical power.

One example illustrates this point. The data presented in Table 1 were subjected to a random-effects analysis; the findings are presented in Table 4. The cumulative meta-analysis of the first four studies yields a 95% CI that is larger than the 95% CI derived from the cumulative meta-analysis of the first three studies ($\bar{d}$. ± 0.402 vs. $\bar{d}$. ± 0.297, respectively). Indeed, statistical power has decreased from .66 to .42 despite the increased cumulative sample size. The power of the cumulative RE meta-analysis does not rise above .66 (the power based on the first three studies) until seven studies have been included in the review. The decreased statistical power results from the larger variance-component estimates that are added to each $v_i$ associated with the cumulative meta-analyses of four, five, and six studies in the present example.

The above discussion does not imply that fixed-effects analyses are preferable to random-effects analyses. In general, random-effects analyses also increase statistical power compared with that of a single study, although the addition of any particular study to the analysis does not guarantee an increase in power. The decision to use a fixed- or random-effects analysis should depend on other considerations, including the types of inferences that one seeks to make and the heterogeneity of the studies included in a review. Perhaps most importantly, investigators must decide which model (RE or FE) best characterizes the phenomena under study.

**Conclusion**

The meta-analysis of individual studies increases statistical power by reducing the standard error of the weighted average effect size. A smaller standard error results in a smaller confidence interval around the weighted average effect size, and a small confidence interval increases the likelihood of detecting nonzero population effects. Notably, small confidence intervals also increase the precision of the estimated population effect size, an advantage that is associated with meta-analysis even when the population effect is truly zero (a situation that would preclude discussion of statistical power).

Our strategy for computing the statistical power of studies cited in Tables 1–4 requires clarification. The power of a statistical test is partially a function of the population effect size ($\theta_1$) that one seeks to detect. Because $\theta_1$ is typically unknown, a value for power calculations must be selected on the basis of theory, practical importance, or sample data. In our examples, we adopted the latter strategy, using the weighted average effect size (derived from each meta-analysis in Tables 1–4) as the basis for calculating the statistical power associated with studies in each review. This

**Table 4**

*A Cumulative Meta-Analysis of Sample $d_s$ Assessing Gender Differences in Risky Driving Behaviors (Random-Effects Model)*

<table>
<thead>
<tr>
<th>Study date</th>
<th>$d_i$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>Cumulative random-effects variance component</th>
<th>Cumulative weighted average effect size $\bar{d}$.</th>
<th>95% CI</th>
<th>Power to detect $\delta = 0.36$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1978</td>
<td>0.03</td>
<td>28</td>
<td>40</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>1992</td>
<td>0.53</td>
<td>71</td>
<td>118</td>
<td>.0821</td>
<td>0.32</td>
<td>$\bar{d}$. ± 0.483</td>
<td>.31</td>
</tr>
<tr>
<td>1992</td>
<td>0.67</td>
<td>678</td>
<td>673</td>
<td>.0470</td>
<td>0.49</td>
<td>$\bar{d}$. ± 0.297</td>
<td>.66</td>
</tr>
<tr>
<td>1993</td>
<td>0.06</td>
<td>704</td>
<td>672</td>
<td>.1484</td>
<td>0.34</td>
<td>$\bar{d}$. ± 0.402</td>
<td>.42</td>
</tr>
<tr>
<td>1994</td>
<td>0.33</td>
<td>108</td>
<td>125</td>
<td>.1236</td>
<td>0.34</td>
<td>$\bar{d}$. ± 0.331</td>
<td>.56</td>
</tr>
<tr>
<td>1995</td>
<td>−0.08</td>
<td>139</td>
<td>147</td>
<td>.1241</td>
<td>0.27</td>
<td>$\bar{d}$. ± 0.302</td>
<td>.65</td>
</tr>
<tr>
<td>1995</td>
<td>0.75</td>
<td>55</td>
<td>101</td>
<td>.1235</td>
<td>0.33</td>
<td>$\bar{d}$. ± 0.281</td>
<td>.71</td>
</tr>
<tr>
<td>1995</td>
<td>0.48</td>
<td>303</td>
<td>376</td>
<td>.0983</td>
<td>0.35</td>
<td>$\bar{d}$. ± 0.236</td>
<td>.85</td>
</tr>
<tr>
<td>1996</td>
<td>0.61</td>
<td>88</td>
<td>178</td>
<td>.0936</td>
<td>0.38</td>
<td>$\bar{d}$. ± 0.218</td>
<td>.90</td>
</tr>
<tr>
<td>1996</td>
<td>0.22</td>
<td>559</td>
<td>373</td>
<td>.0772</td>
<td>0.36</td>
<td>$\bar{d}$. ± 0.189</td>
<td>.96</td>
</tr>
<tr>
<td>1996</td>
<td>0.23</td>
<td>156</td>
<td>147</td>
<td>.0717</td>
<td>0.35</td>
<td>$\bar{d}$. ± 0.174</td>
<td>.98</td>
</tr>
<tr>
<td>1996</td>
<td>0.43</td>
<td>906</td>
<td>880</td>
<td>.0551</td>
<td>0.36</td>
<td>$\bar{d}$. ± 0.149</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

*Note.* Sample sizes and effect sizes in columns 3, 4, and 6 are as cited in “Gender Differences in Risk Taking: A Meta-Analysis,” by J. P. Byrnes, D. C. Miller, & W. D. Schafer, 1999, *Psychological Bulletin*, 125, Table 1, pp. 374–376. Copyright 1999 by the American Psychological Association. Adapted with permission of author. The random variance component was computed for the first two studies, then the first three studies, and so forth; positive $d_i$ values indicate a male advantage. $n_1$ = male sample size; $n_2$ = female sample size; $\bar{d}$. = weighted average effect size; CI = confidence interval.
strategy should not be confused with a retrospective power analysis in which a researcher uses effect-size data from a single study as the basis for estimating the statistical power associated with the study. Such an approach to power analysis is inappropriate and often leads investigators to mistakenly conclude that their findings would have achieved statistical significance if the power of the test had been greater. In contrast, we used data from multiple studies as a basis for estimating $\theta_1$, which then served as the basis for our retrospective assessment of the statistical power associated with the addition of each study. In a situation where a reviewer wished to compute the power of a proposed meta-analysis, we would urge that a value of $\theta_1$ based on theory or practical impact be used.

The cumulative meta-analyses reported above illustrate the relationships between sample size, meta-analysis summaries, and statistical power; the nature of power in meta-analysis can also be discerned in other cumulative meta-analyses (e.g., Lau et al., 1992). It is important to emphasize, however, that meta-analysis does not inevitably result in identifying nonzero population effects. Indeed, increasing the number of studies in a meta-analysis may yield mean effect sizes that are smaller than initially estimated. Effect-size estimates can be continually revised in response to new information (i.e., studies added to the analysis). Effect-size data presented in Tables 1, 2, and 3 illustrate this point. Mean effect sizes (i.e., $d$, $r$, and $L$) sometimes decrease in magnitude when a new study is added to the analysis. In contrast, statistical power to detect a specific value of $\theta_1$ always increases following the inclusion of new studies in a fixed-effects meta-analysis, due to smaller standard errors and smaller confidence intervals. The nature of statistical power in random-effects meta-analysis is similar, but not identical, to the situation outlined for the fixed-effects model.
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Appendix

Frequency Data Reported by Fleiss (1993)

<table>
<thead>
<tr>
<th>Study</th>
<th>Group</th>
<th>Survived</th>
<th>Died</th>
</tr>
</thead>
<tbody>
<tr>
<td>1974</td>
<td>Aspirin</td>
<td>566</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td>557</td>
<td>67</td>
</tr>
<tr>
<td>1976</td>
<td>Aspirin</td>
<td>714</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td>707</td>
<td>64</td>
</tr>
<tr>
<td>1979</td>
<td>Aspirin</td>
<td>730</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td>724</td>
<td>126</td>
</tr>
<tr>
<td>1979</td>
<td>Aspirin</td>
<td>285</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td>271</td>
<td>38</td>
</tr>
<tr>
<td>1980</td>
<td>Aspirin</td>
<td>725</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td>354</td>
<td>52</td>
</tr>
<tr>
<td>1980</td>
<td>Aspirin</td>
<td>2,021</td>
<td>246</td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td>2,038</td>
<td>219</td>
</tr>
<tr>
<td>1988</td>
<td>Aspirin</td>
<td>7,017</td>
<td>1,570</td>
</tr>
<tr>
<td></td>
<td>Placebo</td>
<td>6,880</td>
<td>1,720</td>
</tr>
</tbody>
</table>
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