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Summary

The error-related negativity (ERN) is an electrophysiological marker thought to reflect changes in dopamine when participants make errors in cognitive tasks. Our computational model further predicts that larger ERNs should be associated with better learning to avoid maladaptive responses. Here we show that participants who avoided negative events had larger ERNs than those who were biased to learn more from positive outcomes. We also tested for effects of response conflict on ERN magnitude. While there was no overall effect of conflict, positive learners had larger ERNs when having to choose among two good options (win/win decisions) compared with two bad options (lose/lose decisions), whereas negative learners exhibited the opposite pattern. These results demonstrate that the ERN predicts the degree to which participants are biased to learn more from their mistakes than their correct choices and clarify the extent to which it indexes decision conflict.

Introduction

The anterior cingulate (ACC) is critically involved in demanding cognitive tasks and is most reliably activated with increasing task difficulty (Paus et al., 1998; Botvinick et al., 2001). Event-related potential studies have localized an ACC component called the error-related negativity (ERN) (Gehring et al., 1993), as it is typically more negative after participants make incorrect responses, compared to correct responses. A prevailing hypothesis holds that the ERN reflects ACC activity caused by dips in dopamine (DA) following incorrect responses (Holroyd and Coles, 2002), which is supported by evidence of these dips from animal experiments (Schultz, 2002; Satoh et al., 2003) and by observations of a strikingly similar ERP component following error feedback in trial-and-error tasks (the feedback-related negativity [FRN]) (Miltner et al., 1997; Gehring and Willoughby, 2002; Luu et al., 2003). However, the fundamental computational nature of the ERN and its implications for behavior are still a matter of intense debate. In particular, a major competing account suggests that the ERN is an index of response or decision conflict, of which errors are simply a special case (Yeung et al., 2004). Each of these ERN theories (error processing and conflict monitoring) accounts for some processing and conflict monitoring) accounts for some implications for behavior are still a matter of intense debate. Further, while ERN magnitude was not associated with overall response conflict, an effect of conflict was revealed that depended on the participants' learning bias. Positive learners had larger ERNs when faced with high-conflict win/win decisions among two good options than during lose/lose decisions among two bad options, whereas negative learners showed the opposite pattern. Thus, we show that the ERN is not only an error detection mechanism, but that its relative magnitude actually predicts the degree to which participants learn from errors and that its indexing of conflict depends on the type of decision faced by the particular learner.

We employed a modified version of a reinforcement learning paradigm previously shown to be sensitive to dopaminergic manipulation (Frank et al., 2004; M.J.F. and R.C. O'Reilly, unpublished data). Three different stimulus pairs (AB, CD, EF) are presented in random order, and participants have to learn to choose one of the two stimuli (Figure 1A). Feedback follows the choice to indicate whether it was correct or incorrect, but this feedback is probabilistic. A choice of stimulus A leads to visual positive feedback in 80% of AB trials, whereas a B choice leads to negative feedback in these trials (and vice versa for the remaining 20% of trials). CD and EF pairs are less reliable: stimulus C is correct in 70% of CD trials, while E is correct in 60% of EF trials. Over the course of training, participants learn to choose stimuli A, C, and E more often than B, D, or F. Note that learning to choose A over B could be accomplished either by learning that A leads to positive feedback or that B leads to negative feedback (or both). To evaluate whether participants learned more about positive or negative outcomes of their decisions, we subsequently tested them with all novel combinations of training stimuli (e.g., AC, BD, etc.). If participants learned more from positive feedback, they should reliably choose stimulus A in all novel test pairs in which it is present. On the other hand, if they learned more from negative feedback, they should more reliably avoid stimulus B.

Differences in positive/negative feedback learning in this task were previously found to depend on different levels of dopamine in the basal ganglia (Frank et al., 2004; M.J.F. and R.C. O'Reilly, unpublished data), as predicted by our computational model (Frank, 2005). By our model's account, dopamine dips during negative feedback support NoGo learning to avoid selecting the same response in the future. Following this same logic, we predicted that the ERN, which is thought to arise from these same dopamine dips (Holroyd and Coles, 2002), would be large for participants who tended to learn more from the negative consequences of their decisions. On the other hand, if the conflict monitoring hypothesis is correct, we expected that larger ERNs would be observed during novel test pairs that involved selecting between two stimuli with similar reinforce-
Figure 1. Probabilistic Cognitive Reinforcement Learning Task
(A) Example stimulus pairs, which minimize explicit verbal encoding. Each pair is presented separately in different trials in random order, and participants have to select among the two stimuli; correct choices are determined probabilistically. (B) Behavioral results. Positive learners were characterized by better performance at choosing stimulus A (which depends on learning from positive reinforcement), whereas negative learners were better at avoiding stimulus B (which depends on learning from negative reinforcement). Error bars reflect SEM.

Figure 2. ERP Predictors of Positive and Negative Reinforcement Learning
(A and B) Response-locked ERPs during correct and erroneous choices in the test phase of the probabilistic reinforcement task. Larger ERNs were observed in negative learners. (C and D) Scalp topographies are shown for CRNs/ERNs. Gray dots show electrode cluster from which voltages were averaged across to generate all ERP waveforms in this paper. (E and F) Feedback-locked ERPs following correct and incorrect feedback during training, synchronized to each individual's FRN (shown at 0 ms, feedback was presented 250 ms prior on average; see Experimental Procedures). Notably, the ERN magnitude was predictive of the degree to which participants learned more from the negative than positive consequences of their decisions. That is, more negative ERNs were correlated with a propensity to avoid the most negative stimulus B in novel test pairs (r = −0.35, p = 0.01; Figure 3A) and with a bias to more reliably avoid B than to choose the most positive stimulus A (r = −0.35, p = 0.01). In contrast, the CRN magnitude was not predictive of either positive (r = −0.19, n.s.) or negative (r = −0.2, n.s.) learning. Finally, relatively larger ERNs than CRN magnitudes were correlated with better negative than positive learning (r = −0.35, p = 0.01; Figure 3B).

To determine whether these correlational effects were robust, we categorized participants as either positive or negative reinforcement learners. Positive learners (n = 24) were selected as those participants who performed better at choosing A than avoiding B in novel test pairs, whereas negative learners (n = 25) were selected based on better performance at avoiding B (Figure 1A). Group comparisons revealed that positive learners were better than negative learners at choosing A (F[1,47] = 7.4, p = 0.009), while negative learners were better than positive learners at avoiding B (F[1,47] = 20.0, p < 0.0001; Figure 1B). Analysis of variance (ANOVA) results were consistent with the correlational results described above. Specifically, negative learners had significantly larger ERN amplitudes than positive learners (F[1,47] = 6.8, p = 0.01; Figure 2), with no group differences in CRN magnitude (F[1,47] = 0.2). Moreover, negative learners showed a greater differentiation between ERN and CRN magnitudes than did positive learners (F[1,47] = 9.5, p = 0.0035). These learning biases and associated ERP correlates were found despite no overall test accuracy difference between groups, either in the tendency to choose A over B in the AB pair (F[1,47] = 1.0, n.s.) or in overall performance among novel test pairs (F[1,47] = 0.85).

That negative learners had larger ERNs suggests that these individuals are more affected by, and therefore learn more from, their errors. This notion makes the strong prediction that the feedback negativity should also be relatively larger in these participants to negative
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is sensitive to the coactivation of mutually incompatible responses (Yeung et al., 2004). By this account, the ERN is observed after errors as participants tend to internally correct their erroneous choice by activating the response they should have made, and this conflicts with the incorrect response already activated. Note that when selecting among two stimuli that have similar reinforcement histories, participants should have more difficulty making choices and should be more likely to activate both competing responses. Thus, the conflict monitoring hypothesis predicts that the ERN should be larger in these trials in which multiple responses compete for the control of action (Yeung et al., 2004). To address this issue, we divided novel test pairs into low- and high-conflict decisions. Low-conflict decisions were defined as test trials that required choosing an overall positive stimulus (A, C, or E) over an overall negative stimulus (B, D, or F), whereas high-conflict decisions required choosing among two stimuli that have similar overall associations (both positive or both negative).

To determine whether there were differential contributions of conflict versus error in the ERN magnitude, we performed a 2 × 2 × 2 repeated-measures ANOVA on group, conflict (low, high), and error (correct, incorrect). There was a highly significant main effect of error (F[1,47] = 22.2, p < 0.0001, Figures 3C and 3D), which interacted with the positive/negative learning group (F[1,47] = 9.5, p = 0.0035), again showing bigger ERNs in negative learners. Notably, there was no main effect of conflict (F[1,47] = 2.5, p > 0.1), no interaction with learning group (F[1,47] = 0.4), and no error by conflict interaction (F[1,47] = 0.5). [The nonsignificant trend for a conflict effect was actually in the reverse direction, with low-conflict decisions eliciting numerically larger ERNs than high-conflict decisions. Strictly speaking, Yeung et al. (2004) argue that the high-conflict effect should be observed prior to the response in correct trials (when conflict is resolved). However, we did not observe a consistent negativity prior to the response, despite using prereshift baseline corrections that should have enabled these to be observed if they existed. We also found no effect of conflict on the stimulus-locked N2.]

Nevertheless, we reasoned that the lack of conflict effect across all participants could be explained by the possibility that distinct sorts of decisions would evoke conflict in positive and negative learners. To test this idea, we further divided high-conflict decisions into win/win decisions (choosing among two positive stimuli) and lose/lose decisions (two negative stimuli). We hypothesized that both during and following win/win decisions, positive learners would be more likely to activate the alternative choice for which they had also developed a positive association. In contrast, negative learners should be more likely to activate both responses during lose/lose decisions as they attempt to avoid both negative stimuli. Thus, the conflict hypothesis predicts that positive learners should have larger ERNs during win/win than lose/lose decisions, whereas negative learners should show the opposite pattern.

Indeed, while positive and negative learners did not differ in ERN magnitudes to overall high-conflict decisions (F[1,47] = 1.94, n.s.), there was a significant in-
large literature pointing to a role for the ERN in error detection (Falkenstein et al., 1991; Holroyd and Coles, 2002; Holroyd et al., 2003; Yasuda et al., 2004; Pailing and Segalowitz, 2004) but go beyond these studies to demonstrate that the ERN also reflects error correction. Previous attempts to link the ERN with error correction failed to show a relationship with the behavioral slowing that is typically observed following errors (Gehring and Fencsik, 2001; Hacjak et al., 2004). We find that, rather than having an effect on response speed, larger ERNs were associated with a bias to learn to avoid negative events more than to seek positive events. Second, because negative learners also had relatively larger FRNs following negative feedback, our results suggest that the FRN may index a trait or state variable associated with whether participants are more responsive to positive or negative reinforcement and provide corroboratory evidence for the hypothesis that the FRN and ERN reflect common neural processes (Luu et al., 2003; Nieuwenhuis et al., 2004; Miltner et al., 1997; Gehring and Willoughby, 2002; but see van Veen et al., 2004; Nieuwenhuis et al., 2005). Third, our findings shed light on competing theories of error and conflict monitoring within the ACC. While there was no overall conflict effect on ERN magnitude, positive and negative learners may have experienced differential conflict depending on whether they were making win/win or lose/lose decisions. Finally, our results provide insight into the consistent observation that both ERNs and harm avoidance are enhanced in participants with negative affect, anxiety, and depression (Luu et al., 2000; Hacjak et al., 2004; Abrams et al., 2004), suggesting that increased ACC activity can lead to enhanced sensitivity to one’s mistakes and subsequent avoidance behavior.

Despite not manipulating or measuring dopamine (DA) function directly, our findings also lend support to the general notion that ERNs are related to DA dips that occur during error processing (Holroyd and Coles, 2002). Specifically, our computational model of the basal ganglia suggests that dips in DA enable NoGo learning to avoid maladaptive decisions, whereas DA bursts support Go learning from positive decision outcomes (Frank, 2005). We recently confirmed a central prediction of this model by showing that Parkinson’s patients, who have low levels of DA, learned more from negative than positive reinforcement (Frank et al., 2004). Further, dopaminergic medication reversed this bias, improving positive but impairing negative reinforcement learning, consistent with the notion that medication increases DA levels and blocks the effects of DA dips that would normally support NoGo learning (Frank, 2005). We also observed this same crossover interaction on positive/negative learning in young, healthy participants taking low doses of two opposing DA medications (M.J.F. and R.C. O’Reilly, unpublished data).

Moreover, in light of this model, our findings also reconcile conflicting ERN results previously found in Parkinson’s patients (Holroyd et al., 2002; Falkenstein et al., 2001). Specifically, the model predicts that, due to low DA levels and intact NoGo learning, patients should have spared ERNs. However, DA medication should block these DA dips during errors and should therefore reduce the ERN. Indeed, spared ERNs were found in one study with nonmedicated patients (Holroyd et al.,

**Discussion**

Taken together, our findings provide valuable constraints toward advancing theoretical perspectives on the role of the ERN in reinforcement learning and decision making. First, our results are consistent with a
2002), while reduced ERNs were found in another with medicated patients (Falkenstein et al., 2001). Reduced ERNs were also found in healthy participants taking haloperidol (Zirnheld et al., 2004), which at low doses increases DA release (Wu et al., 2002) and therefore may also block the effects of DA dips needed to learn NoGo (Frank, 2005; M.J.F. and R.C. O'Reilly, unpublished data). Notably, this drug also increased errors of commission (Zirnheld et al., 2004), consistent with impaired NoGo learning. Finally, this same logic explains the reduced ERNs observed in patients with schizophrenia (Bates et al., 2004), who have abnormally high levels of subcortical DA (McGowan et al., 2004).

It is tempting to suggest that, in the present study, healthy participants who differed in ERN magnitudes and associated reinforcement learning biases may also have underlying differences in DA levels. However, it is more than likely that other neurotransmitters interacting with dopamine also play an essential role in producing the observed dissociations. In particular, large ERNs and enhanced harm avoidance have both been associated with elevated serotonin levels (Fallgatter et al., 2004; Abrams et al., 2004; Moreno et al., 2002). Notably, serotonin may exert its effects indirectly due to opponent interactions with dopamine (Daw et al., 2002): high levels of serotonin may inhibit DA release, causing dopamine dips to be more effective (Nocjar et al., 2002). Future research will more directly test the involvement of DA and serotonin using imaging and genetic analysis methods. Nevertheless, our present ERP results show that, whatever the neuromodulatory mechanism, individual differences in learning biases are associated with differential recruitment of the ACC during reinforcement.

Our data also revealed some support for the conflict monitoring hypothesis of ACC function (Botvinick et al., 2001; Yeung et al., 2004). While the ERN magnitude was not overall larger for high-conflict decisions, this could be explained by the notion that positive and negative learners may experience conflict under different decision situations. Indeed, positive learners had relatively larger ERNs for win/win decisions, whereas negative learners had larger ERNs for lose/lose decisions. Nevertheless, this same pattern of results is predicted by a recent alternative account suggesting that the ACC predicts error likelihood more than it detects response conflict (Brown and Braver, 2005). In particular, positive learners may be more likely to perceive that they are making an error when faced with a win/win decision, whereas they may feel more uncertain about lose/lose decisions (and vice versa for negative learners). This notion is consistent with recent reports that ERNs are attenuated under conditions of uncertainty (Pailling and Segalowitz, 2004). Future studies are therefore required to distinguish between these alternatives.

In summary, our results provide insight into the underlying computational function of the ERN. As noted above, various accounts suggest that DA dips occur when outcomes are worse than expected. In the Holroyd and Coles (2002) model, these dips activate ACC neurons that subsequently modify behavior. In our own modeling, we have suggested that these DA dips drive NoGo learning in the basal ganglia (Frank, 2005; O'Reilly and Frank, 2005), which then modulate response selection processes in cortex. This model accounts for various other findings of BG involvement in cognition. Nevertheless, we do not discount the likely possibility that multiple pathways are involved in avoidance learning, including both the BG and the ACC. It is also not entirely clear that ACC activity simply reflects the effects of DA dips, as is assumed by most models; it seems plausible that rather this activity causes the observed dips in midbrain DA. This is consistent with the existence of projections from the ACC to striosomes of the basal ganglia (Eblen and Graybiel, 1995) which in turn send inhibitory projections to DA cells in the ventral tegmental area (Joel and Weiner, 2000). Further, ACC lesions in animals have been shown to have reciprocal effects on the subcortical DA system (Ventura et al., 2004). Thus, further research is required to disentangle the directional effect of the involvement of the ACC and DA in error detection, correction, and cognitive decision making.

**Experimental Procedures**

**Sample**

Sixty-five young healthy individuals participated in our study. Five participants were excluded due to technical problems (one computer crash, one fell asleep, three had problems with EEG net setup/unable to achieve minimum impedance values). In addition, we filtered out participants who did not satisfy global performance measures during the test sessions prior to statistical analysis. Thus, we filtered out data from participants who did not perform better than chance (50%) on either the A or B test pairs across all segments (Frank et al., 2004). This amounted to 11 out of 60 participants whose data were not analyzed further. The remaining 49 participants (female: male = 28:21; between the ages of 18 and 29, mean 20.0, SEM 0.39) were included in the behavioral and electrophysiological analysis described above.

**Task Procedures**

Procedures were similar those described previously (Frank et al., 2004) but were modified for ERPs. Participants sit in front of a computer screen and view pairs of visual stimuli that are not easily verbalized (Japanese Hiragana characters, Figure 1A), presented in white on a black background, in 44 pt font. On each trial, the stimulus events consisted of a fixation period (randomly sampled from the interval 250–750 ms, green plus sign), followed by stimulus pair presentation for 750 ms, followed by a blank screen for 350 ms, followed by visual feedback for 600 ms.

Three different stimulus pairs (AB, CD, EF) are presented in random order. Participants press the left key on the button box to select the stimulus on the left or press the right key to select the stimulus on the right. Visual feedback is provided following each choice (a yellow smiley face for correct responses or a red cross symbol for incorrect responses). If no response is made within 1000 ms, the words “no response detected” are printed in red. The position of the correct stimulus was randomized across trials, and the assignment of Hiragana character to hierarchical element A–F was randomized across participants.

We enforced a performance criterion (evaluated after each training block of 60 trials) to ensure that all participants were at the same performance level before advancing to each test segment. Because of the different probabilistic structure of each stimulus pair, we used a different criterion for each (65% A in AB, 60% C in CD, 50% E in EF). After reaching this criterion, participants were subsequently tested with the same training pairs, in addition to all novel combinations of stimuli, in random sequence. They were instructed (prior to the test phase) to use gut instinct if they did not know how to respond to these novel pairs. Each test pair was presented six times for a maximum of 1000 ms duration, and no feedback was provided.

In order to obtain sufficient trial counts for the ERP measures,
participants performed three segments of the same task, each time with new stimuli. To determine whether participants were positive or negative reinforcement learners, performance on A test pairs (AC, AD, AE, EF) and B pairs (BC, BD, BE, BF) was averaged across the three segments. If accuracy in choosing stimulus A was greater than that of avoiding stimulus B, the participant was classified as a positive learner, and vice versa for negative learners.

Electrophysiological Recording and Analysis
Scalp voltages were collected with a 128 channel Geodesic Sensor Net (Tucker, 1993) connected to an AC-coupled, 128 channel, high-input impedance amplifier (200 My, Net Amps, Electrical Geodesics Inc., Eugene, OR). Amplified analog voltages (0.1–100 Hz band-pass, −3 dB) were digitized at 250 Hz. Individual sensors were adjusted until impedances were less than 50 kΩ. The feedback-locked EEG was digitally low-pass filtered at 40 Hz, while a 15 Hz low-pass filter was applied to remove bifurcations in the response-locked EEG, permitting more reliable peak amplitude measures. Trials were discarded from analyses if they contained incorrect responses, eye movements (EOG over 70 V), or more than 20% of channels were bad (average amplitude over 100 V or transit amplitude over 50 V). Across all the present analyses, subjects had at least 29 trials per condition. Individual bad channels were replaced on a trial-by-trial basis with a spherical spline algorithm (Srinivasan et al., 1996). EEG was measured with respect to a vertex reference (Cz), but an average-reference transformation was used to minimize the effects of reference site activity and accurately estimate the scalp topography of the measured electrical fields (Dien, 1998; Picton et al., 1995). The average reference was corrected for the polar average reference effect (Junghofer et al., 1999).

Following Yeung et al. (2004), response-locked ERPs (ERN, CRN) were computed within epochs starting 800 ms prior to the response and lasting 200 ms after the response and were baseline corrected with respect to the first 100 ms of these epochs. Feedback-locked ERPs (FRN) were computed within epochs starting 100 ms prior to the feedback and lasting 1000 ms afterward. In all cases, ERPs were baseline corrected with respect to the first 100 ms of the epoch. Following other ERN studies using similar recording procedures (Tucker et al., 2003), analyses focused on a cluster of sensors surrounding the standard Fcz location, as depicted with the sensor locations marked in Figures 2 and 4. Following Yeung and Sanfey (2004) and Holroyd et al. (2002), we defined the ERN/CRN and FRN as the peak-to-peak voltage difference between the first negative peak following the response (mean latency = 58 ms) and the preceding positive peak. Similarly, FRN amplitude was calculated as the difference between the negative FRN peak within a window of 150–300 ms (mean latency = 249 ms) and the preceding positive peak. In the FRN plots (Figure 4), waveforms were synchronized to each individual's FRN, which appears at 0 ms. This was done because better positive than negative learning was correlated with longer FRN latencies (r = 0.41, p < 0.003), and these latency differences cause smearing of FRN magnitudes when displayed relative to the feedback. Synchronizing to each individual's FRN alleviates this problem and permits displaying of actual FRN magnitudes across positive and negative learners.
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