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Using R for Lab 1 Analysis

The general strategy with any data analysis is to first examine the data graphically and then do a formal statistical test of hypotheses. The commands below are the minimum required to compute a mixed design (one between subjects factor (order) and one within factor (standard)

# Step 1: Set the working directory to the folder where data file “lab1_data.txt” is located.


Choose Change Working Directory under the Misc menu.

# Step 2: Read data into R and store it in a data frame (here called df):


df <- read.delim("lab1_data.txt")

# Step 3: Make the variables available outside the data frame


attach(df)
# Step 4: Calculate just noticeable difference (JND) for each subject:


df$jnd <- 1 / pf_beta

(notice that because “pf_beta” is a column of numbers, the calculation is performed on each value in the column. The result is a new column of numbers equaling the JND for each subject. By identifying the new column as df$jnd, we are adding this column to df.)

# Step 5: Calculate Weber’s Constant (k) for each subject:


df$k <- df$jnd / w_standard

# Step 6: Specify standard weight as a factor in our design:


df$w_standard <- factor (w_standard)

# Step 7: Make the newly added columns available to the workspace:


detach (df)


attach (df)

# Step 8: Write out a summary of the variables in the data frame:


summary(df)

# Step 9: Make a strip chart of the data


stripchart(k ~ w_standard, method = "jitter", jitter = 0.03, xlab = "Weber's k", ylab = "Standard Weight")

# Step 10: Make a box plot of the data:


boxplot(k ~ w_standard, data=df, xlab="Standard Weight", ylab="Weber’s k")

# Step 11: Compute the repeated measures ANOVA and store the results in object a:


a <- aov(k ~ (w_standard * st_order) + Error(w_subj/(w_standard)), data = df)

# Step 12: print a summary of the analysis of variance


summary(a)

# Step 13: Print a table of means:


print(model.tables(a,"means"))

