Our understanding of speech recognition processes has gradually advanced over the past 50 years, from a state of almost total ignorance to one of well-informed confusion. Technical advances introduced around the middle of the last century enabled detailed description of the spectral patterns and temporal phenomena that characterize vowels and consonants, and extensive perceptual studies were undertaken to determine the relative importance of different classes of these acoustic cues. Explicit theories of how consonant and vowel percepts (phonemes) arise from such cues were developed and implemented, resulting not only in the successful artificial synthesis of naturally sounding speech, but also in the more recent development of (reasonably successful) speech-to-text transcription devices. For the most part, this progress proceeded without parallel advances in our understanding of how speech perception is actually implemented in the brain. Until recently, the conventional neuroanatomical model of speech perception had changed little from the one proposed by Wernicke in 1874, which predated the technological advances just described and included no mention of phonetic cues or phonemes (Wernicke, 1874).

This situation is now changing rapidly with the application of newer functional neuroimaging techniques, which permit relatively precise localization of brain activity associated with auditory processing. One issue of particular interest is whether or not there exist regions within the auditory cortex that are specialized for processing speech sounds. While far from universally accepted, the idea that speech sounds enjoy a special status seems plausible because of both the extraordinary acoustic complexity of the sounds and the obvious species-specific importance of speech in communication. Until recently, the conventional neuroanatomical model of speech perception had changed little from the one proposed by Wernicke in 1874, which predated the technological advances just described and included no mention of phonetic cues or phonemes (Wernicke, 1874).

What remains unclear from these studies is precisely why the anterolateral ‘speech centre’ responds preferably to speech. Is it because of the greater acoustic complexity of speech, which implies a difference in workload at the auditory level, or is it due to a special recoding of the acoustic material into abstract, linguistic codes (i.e. phonemes)? One way to decide between these alternatives is to test the brain’s response to sounds that are as acoustically complex as speech but cannot be recoded as consonants or vowels, yet this enterprise has proved deceptively difficult. One such study employed reversed speech sounds, which were shown to produce activation of the ‘speech centre’ indistinguishable from that produced by normal speech (Binder et al., 2000). Another used ‘nonspeech vocalizations’ such as humming, laughter, yawning, and so on, with similar results (Belin et al., 2000).

Thus, while these studies appear to suggest the importance of acoustic rather than phonetic factors in activation of the ‘speech centre,’ it is difficult to exclude the possibility of at least some recoding of the stimuli. For example, many nonspeech vocalizations can be written down (‘hmmm,’ ‘ha ha’) or named, implying a recoding process. Similarly, the non-words of reversed speech can, to some degree at least, be transcribed. What these examples illustrate is how thoroughly predisposed the speech recognition system is to phonetic analysis: given a sufficiently speech-like input, the system tends to recode the input as phonemes, making separation of these levels of processing difficult.

The study by Scott and co-workers in this issue of Brain provides important new evidence on this question (Scott
et al., 2000). The authors dissociated auditory processes from phonetic recoding using a technique called spectral rotation, a filtering process that preserves the acoustic complexity of the original speech but renders most phonemes virtually unrecognizable (Blesser, 1972). The results show what appears to be a further subdivision within the left temporal lobe ‘speech centre.’ On the lateral STG, anterolateral to primary auditory cortex, responses were as strong for spectrally rotated speech as for normal speech, suggesting processing at an auditory level. Further ventrally, in the anterior superior temporal sulcus (STS), responses were stronger for speech than for spectrally rotated speech, suggesting neural activity related to phoneme recognition. That this STS activation did not depend on acoustic complexity was further demonstrated using noise vocoding, a filtering technique that removes much of the spectral complexity from speech but preserves some phoneme recognizability (Shannon et al., 1995). Unlike the spectrally rotated speech, noise-vocoded speech activated the left anterior STS comparably to normal speech.

Because Scott and co-workers used sentences as stimuli, phoneme recognition would have produced some degree of word recognition, semantic and syntactic processing. It is thus difficult to say which of these processes, or which combination of processes, is represented by the left anterior STS activation. To put these findings in a larger perspective, then, it may be useful to note that functional neuroimaging studies have also considerably advanced our understanding of lexical–semantic processing in the brain (Grabowski and Damasio, 2000). Findings from these studies indicate participation of multiple areas, including middle and inferior temporal gyri, fusiform gyrus, angular gyrus, and frontal lobe, during auditory word recognition. The superior temporal system specialized for speech sound recognition is but an early stage in a processing stream that ultimately projects to all components of this distributed system.
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