Gender Differences and Developmental Change in Externalizing Disorders From Late Adolescence to Early Adulthood: A Longitudinal Twin Study

Brian M. Hicks
University of Minnesota and Medical University of South Carolina

Using data from over 1,000 male and female twins participating in the Minnesota Twin Family Study, the authors examined developmental change, gender differences, and genetic and environmental contributions to the symptom levels of four externalizing disorders (adult antisocial behavior, alcohol dependence, nicotine dependence, and drug dependence) from ages 17 to 24. Both men and women increased in symptoms for each externalizing disorder, with men increasing at a greater rate than women. Such a modest gender gap at age 17 widened to a large one at age 24. Additionally, a mean-level gender difference on a latent Externalizing factor could account for the mean-level gender differences for the individual disorders. Biometric analyses revealed increasing genetic variation and heritability for men but a trend toward decreasing genetic variation and increasing environmental effects for women. Results illustrate the importance of gender and developmental context for symptom expression and the utility of structural models to integrate general trends and disorder-specific characteristics.
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Antisocial behavior and substance use disorders, also referred to collectively as externalizing disorders, constitute major public health and safety problems that exact a costly toll on societal resources (Cohen, Miller, & Rossman, 1994; Miller, Cohen, & Wiersema, 1996; Rice, 1999; Room, Babor, & Rehm, 2005). Epidemiological research on externalizing disorders has identified three notable patterns. First, antisocial behavior and substance use disorders are characterized by high rates of comorbidity—that is, co-occurrence at greater than chance levels (Kessler et al., 1994; Newman et al., 1996). Second, men exhibit higher prevalence rates of externalizing disorders than women (Kessler et al., 1994; Newman et al., 1996). Third, the prevalence of externalizing disorders increases throughout late adolescence and peaks in early adulthood, followed by a steady decline through the remainder of the life span (Bachman, Wadsworth, O’Malley, Johnston, & Schulenberg, 1997; Chassin, Flora, & King, 2004; Chen & Kandel, 1995; Harford, Grant, Yi, & Chen, 2005; Harpur & Hare, 1994; Jackson, Sher, & Wood, 2000; Moffitt, 1993; Moffitt, Caspi, Rutter, & Silva, 2001; Sher & Gotham, 1999). In this investigation, we examine the utility of the externalizing (EXT) spectrum model to provide a theoretical framework to organize these fundamental observations regarding externalizing disorders.

There is a long precedent to conceptualizing disruptive, aggressive, and rule-breaking behaviors as indicators of a common disposition to act out, most widely recognized as the externalizing dimension of child psychopathology (Achenbach & Edelbrock, 1984). Jessor and Jessor (1977; Jessor, Donovan, & Costa, 1991) extended this model of a general disposition to engage in nonnormative behavior to adolescence by incorporating developmentally appropriate indicators, such as substance use and precocious sexual behavior. Others researchers have proposed etiological models that posit the interplay among various genetic, biological, environmental, and developmental factors to account for the co-occurrence among different forms of disinhibitory behavior (Fowles & Kochanska, 2000; Gorenstein & Newman, 1980; Patterson & Newman, 1993). More recently, Krueger et al. (2002; Krueger, Markon, Patrick, Benning, & Kramer, 2006; Krueger, Markon, Patrick, & Iacono, 2005) proposed an EXT spectrum model to account for the high rates of comorbidity among disorders defined by the Diagnostic and Statistical Manual of Mental Disorders (3rd ed., rev; DSM–III–R; American Psychiatric Association, 1987), including conduct disorder (CD), antisocial personality disorder (ASPD), alcohol dependence, nicotine dependence, and illicit drug dependence. The EXT spectrum model posits that a general liability to all these disorders underlies their comorbidity, such that a person who is high on this general liability is more likely to express multiple disorders.
Several investigations using confirmatory factor analysis to model the comorbidity among externalizing disorders in large epidemiological samples have reported results consistent with the EXT spectrum model (Krueger, 1999; Krueger, Caspi, Moffitt, & Silva, 1998; Vollebergh et al., 2001). Furthermore, twin studies have estimated the heritability of this general EXT liability at roughly .80—that is, the comorbidity among the disorders is primarily a function of common genetic risk factors (Kendler, Prescott, Myers, & Neale, 2003; Krueger et al., 2002; Young, Stallings, Corley, Krauter, & Hewitt, 2000). Additionally, a recent twin-family study extended this finding by demonstrating that familial resemblance between parents and offspring on externalizing disorders could be accounted for by the transmission of the general EXT vulnerability rather than the transmission of disorder-specific vulnerabilities (Hicks, Krueger, Iacono, McGue, & Patrick, 2004). Finally, statistical models have been used to investigate the continuous versus categorical nature of the expression and co-occurrence of externalizing disorders, with a model that conceptualized individual disorders as a normally distributed liability continuum providing the best fit to the data (Krueger et al., 2005; Markon & Krueger, 2005).

Gender Differences

To date, no study has tested the utility of the EXT spectrum model to account for the large gender difference in the prevalence rates of externalizing disorders, with an average male-to-female ratio of 2.5:1 (Kessler et al., 1994; Newman et al., 1996). This gender gap is evident in childhood precursors of externalizing disorders such as CD, oppositional defiant disorder, and attention-deficit/hyperactivity disorder (King, Iacono, & McGue, 2004; Lynskey & Fergusson, 1995; Moffitt et al., 2001); narrows during adolescence, in particular around the onset of menarche (Moffitt et al., 2001; Windle, 1990); then increases throughout late adolescence and early adulthood as the prevalence of antisocial behavior and substance use disorders reaches its zenith (Bachman et al., 2001; Chassin et al., 2004; Chen & Kandel, 1995; Harford et al., 2005; Harpur & Hare, 1994; Jackson et al., 2000; Moffitt, 1993; Moffitt et al., 2001; Sher & Gotham, 1999).

A tenable hypothesis is that a gender difference in mean levels of the general EXT liability underlies the gender difference in mean levels (i.e., prevalence rates) of individual externalizing disorders. If verified, this hypothesis would suggest that the emergence of gender differences is due to risk factors operating at the general vulnerability level rather than the individual syndrome level and so would encourage a shift from examining gender differences at the disorder level to examining them at the general factor level. This hypothesis can be tested with newer confirmatory factor models that incorporate the means of the individual disorders into the model, which then provides the capability to estimate means on the latent EXT liability (Muthén & Muthén, 2003). More generally, the analytic framework of factorial invariance in the context of multiple-groups confirmatory factor analysis can be used to test hypotheses regarding the degree of generalizability of a construct across groups—for example, across men and women (Meredith, 1993). The increasingly restrictive (i.e., parsimonious) levels of factorial invariance then have certain psychological interpretations or inferences (see the Method section) that can assist in theory building used to organize key epidemiological observations regarding externalizing disorders. In addition to gender differences, these models can also be used to examine the normative increases in symptoms of externalizing disorders from late adolescence to early adulthood.

Developmental Change

The transition from late adolescence to early adulthood has traditionally been referred to as a period of “storm and stress” characterized by major demographic changes and relatively high levels of psychological distress (Hall, 1904). More recent conceptualizations of emerging adulthood now recognize individual differences in this transitory period, in particular that many young people navigate this period with relatively little difficulty (Arnett, 1999). That being said, the transition into adulthood continues to entail many closely spaced, important life tasks, such as leaving the family of origin, obtaining higher education or job training, and beginning a career and a family, as well as ongoing psychological processes of identity formation and consolidation (Arnett, 2000; Erikson, 1963).

Perhaps as a consequence of this potentially turbulent period, there is also a precipitous increase in the prevalence of both internalizing and externalizing disorders that begins in mid-adolescence and peaks in early adulthood (Kessler et al., 1994; Kessler, Chiu, Demler, & Walters, 2005; Newman et al., 1996). It is notable that gender moderates this developmental increase in psychopathology. For example, a large gender gap in the prevalence rates of major depression emerges in mid-adolescence, primarily as a result of a dramatic spike in the prevalence rate for women (Hankin et al., 1998). Alternatively, the large gender gap in alcohol dependence emerges in late adolescence, primarily because of large symptom increases in men (Newman et al., 1996). Given these changes and their association with gender, delineating the developmental changes that occur during the transition from late adolescence to early adulthood has the potential to be especially useful in understanding the etiological mechanisms underlying externalizing disorders.

A multifaceted analytic approach is necessary to gain a full understanding of developmental change and stability. One approach is to examine mean-level or normative change, which refers to change at the population level. Another approach is to explore individual-level change, which refers to the number of individuals who exhibit a reliable and clinically significant (i.e., too large to be attributed to measurement error or regression to the mean) change in the frequency of a given behavior over time. Another approach is to examine relative stability, which refers to the stability of the rank ordering of individuals across time. Last, there is change in variances, which indexes the change in the magnitude of individual differences for a particular behavioral phenotype over time.

Each index of change provides additional information about the developmental processes associated with a given phenotype. Taking alcohol use as an example, we might find that for a given cohort of individuals, from late adolescence to early adulthood, the average number of drinks consumed a week increases (mean-level change), a large number of individuals exhibit a significant increase in their weekly consumption of alcohol (individual-level change), individuals who tended to drink the most as teenagers continue to drink the most as young adults (rank-order stability), and individuals exhibit a greater diversity in their pattern (i.e.,
quantity and frequency) of weekly consumption of alcohol (vari-
ance change). One gap in the literature regarding the natural
history of externalizing disorders is a comprehensive treatment of
the developmental trends exhibited by the general EXT liability.
That is, there remains a need to estimate the magnitude of mean-
level change, variance change, and rank-order stability for the
general EXT liability as well as any moderating effects resulting
from gender.

Behavior Genetics

Behavior genetic designs can also contribute to our understand-
ing of developmental processes by delineating the underlying
etiological structure of phenotypes—that is, the contribution of
genes and environments to individual differences. By examining
the genetic and environmental architecture of a phenotype, we can
gain an important understanding of its developmental dynamics.
For example, if the variance increases, is this due to greater genetic
or environmental variability over time? How stable are the genetic
and environmental effects across time, and what are the genetic
and environmental contributions to stability in the phenotype?

A substantial body of research supports the heritability of ex-
ternalizing disorders (Ball & Collier, 2002; Heath, 1995; Kendler,
Heath, Neale, Kessler, & Eaves, 1992; Kendler, Neale, Sullivan,
Corey, & Gardner, 1999; Lynskey et al., 2002; McGue, Elkins, &
Iacono, 2000; Prescott & Kendler, 1999; Rhee & Waldman, 2002;
True et al., 1999; Tsuang et al., 1996). Developmental theories that
take a behavioral genetic perspective generally posit that the
heritability of phenotypes tends to increase, whereas shared envi-
ronmental effects decrease with age (Scarr & McCartney, 1983).
This shift is believed to be due to active and evocative gene–

environment correlational processes, such that heritability in-
creases as individuals take a greater role in selecting and shaping
their environments, which tend to be congruent with their genotype
(Scarr & McCartney, 1983). Some empirical evidence supports
this model, in particular for the general EXT liability. For example,
investigators have reported a large shared environmental contribu-
tion to the common variance among childhood externalizing dis-
orders (CD, oppositional defiant disorder, attention-deficit/ hyperactivity disorder; Burt, Krueger, McGue, & Iacono, 2001)
and adolescent problem behavior (rule breaking, smoking, alcohol
and drug use, early sexual behavior; McGue, Iacono, & Krueger,
2006), whereas the heritability of the common variance among
adult externalizing disorders has been estimated to be much higher,
with little or no shared environmental contribution (Kendler et al.,
2003; Krueger et al., 2002; McGue et al., 2006).

Behavior genetic designs can also help inform gender differ-
ences in externalizing disorders. That is, if the genetic and envi-
ronmental architecture for a given externalizing disorder differs
across gender, it suggests differential causal mechanisms for men
and women. Most behavior genetic studies of externalizing disor-
ders have failed to detect significant gender differences in herita-
bility (e.g., Kendler et al., 2003; Krueger et al., 2002; McGue et al.,
2006). However, there are some exceptions. For example, the
heritability of alcohol dependence is consistently found to be
roughly .50 in men, with little or no shared environmental contri-
bution. Results for women, however, are less consistent, with
treatment-seeking samples evincing significant shared environ-
mental contributions and low heritability (McGue, Pickens, &
Svikis, 1992; Prescott et al., 2005), whereas population-based
samples yield results similar to those for men (Heath et al., 1997;
Kendler et al., 1992). Although the reasons for this discrepancy are
not fully understood, it raises the possibility that the emergence of
alcohol dependence in women is more contingent on environmen-
tal factors than is the case for men.

Goals of the Current Study

For the present study, we used a sample of over 1,000 twins to
examine gender differences and developmental change from late
adolescence to early adulthood on four externalizing disorders:
adult antisocial behavior, alcohol dependence, nicotine depen-
dence, and drug dependence. We had several aims, including the
following:

1. Estimate the magnitude of mean-level, individual-level,
   and rank-order stability for the four externalizing disor-
   ders from ages 17 to 24.

2. Use multiple-groups confirmatory factor analysis to test
   whether a mean-level gender difference on the latent
   EXT liability can account for mean-level gender differ-
   ences on the specific disorders.

3. Estimate the genetic and environmental contributions to
   individual differences in externalizing disorders at ages
   17 and 24, and test for any differences in heritability
   across time and gender.

Method

Participants

Participants were members of the 626 male and female twin
pairs (men: monozygotic [MZ], n = 188, dizygotic [DZ], n = 101;
women: MZ, n = 223, DZ, n = 114) that constitute the older
cohort of the Minnesota Twin Family Study (MTFS), a
longitudinal–epidemiological study investigating the development
of substance dependence and related disorders. A comprehensive
description of the goals, design, and sample characteristics of the
MTFS can be found in previous reports (Iacono, Carlson, Taylor,
birth records were used to identify twin births in Minnesota from
January 1, 1972, to December 31, 1979, with over 90% of twin
families located for each birth year. Families were recruited into
the study the year the twins turned 17 years old, with 17% of
families declining participation. Comparisons between participat-
ing and nonparticipating families on demographic, socioeconomic,
and mental health measures showed that participating families
were slightly better educated (approximately 0.3 more years of
education) but that the groups did not differ in self-reported mental
health. The twins were then provided the opportunity to participate
in follow-up assessments at ages 20 and 24. Data were available
for 1,014 twins for all analyses that required complete data at both
the age 17 intake assessment (M = 17.5 years, SD = 0.5) and the
age 24 follow-up assessment (M = 24.6 years, SD = 1.0). This
listwise sample consisted of 465 twin pairs (230 male and 235
female pairs) and 84 unmatched twins (34 men and 50 women).
Participants with complete data at both the intake and the
follow-up assessments did not differ significantly from participants with incomplete data in terms of mean number of symptoms at age 17 for any of the disorders of interest (Cohen’s $d = -0.10$ to $-1.41$). Consistent with the demographics of Minnesota during the years the twins were born, 98% of the participants were Caucasian. All participants gave informed assent or consent, as appropriate for the age of their assessment, and all study protocols were reviewed by an internal review board.

**Assessment**

At the age 17 intake assessment, lifetime symptoms of adult antisocial behavior and substance use disorders were assessed in person at our Minneapolis laboratories via structured clinical interviews administered by trained interviewers who held either a bachelor’s or a master’s degree in psychology. For the age 24 assessment, participants reported on symptoms that were present since their last assessment (either the age 20 follow-up or the age 17 intake assessment). For the current analyses, symptoms at age 24 refer to all symptoms reported over the 7-year period since the age 17 intake assessment (i.e., symptoms were combined for the age 20 and age 24 follow-up assessments). This strategy provided a measure of participants’ maximal number of externalizing symptoms through early adulthood, as the vast majority of participants should have reached or passed their period of peak symptom expression by age 24. In addition to the 0.014 participants with complete data at each time point, a subsample ($n = 167$) completed an abbreviated telephone assessment at age 24 that covered the substance use disorders but not adult antisocial behavior. Compared with the listwise sample, this subsample exhibited only minimal differences in mean number of externalizing disorder symptoms at age 17 ($d = -0.03$ to $-1.17$) but did exhibit, on average, slightly fewer substance use disorder symptoms at age 24 ($d = -0.18$ to $-3.41$).

Symptoms of DSM–III–R (American Psychiatric Association, 1987) nicotine, alcohol, and drug dependence were assessed with the Substance Abuse Module of the Composite International Diagnostic Interview (Robins, Baber, & Cottler, 1987). The drug assessment covered amphetamines, cannabis, cocaine, hallucinogens, inhalants, opioids, PCP, and sedatives. The drug class for which a participant reported the most symptoms was used as his or her number of drug dependence symptoms. As is the convention for the DSM–III–R, abuse symptoms were included in the symptom tally for the alcohol and drug dependence symptom count variables. DSM–III–R symptoms of adult antisocial behavior (i.e., the adult criteria for ASPD) were assessed with a structured interview designed by MTFS staff that is comparable to the Structured Clinical Interview for Axis II Personality Disorders (First, Gibbon, Spitzer, & Williams, 1997). For our analyses, only the adult symptoms of ASPD (present at age 15 or older) were used, as the childhood symptoms (i.e., CD) are not developmentally appropriate at age 24 and it was necessary to maintain a common metric across time to assess any normative changes.

All interview data were reviewed (with reference to audio tapes of the interview when necessary) in a case conference consisting of at least two clinical psychology graduate students with extensive training in descriptive psychopathology and differential diagnosis. Consensus between the diagnosticians regarding the presence or absence of symptoms was reached prior to symptom assignment. The consensus process yielded diagnostic kappa reliabilities of .95 for adult antisocial behavior and of more than .91 for each substance disorder. We used symptom counts rather than dichotomous diagnoses as this is more consistent with our dimensional conceptualization of externalizing psychopathology and to increase statistical power, as the diagnostic prevalence of certain disorders was not high (although it was comparable to that of other epidemiological samples; cf. Kessler et al., 1994; Newman et al., 1996), given that the MTFS is a community rather clinically referred sample.

**Data Analysis**

**Gender differences and developmental change for individual disorders.** We conducted three separate levels of analysis (cf. Roberts, Caspi, & Moffitt, 2001) to assess development change on the four externalizing disorders: mean-level change, individual-level change, and rank-order stability. Mean-level change refers to the magnitude of change in the average number of symptoms over time for a given population. In addition to mean-level change over time, we also examined mean-level gender differences at ages 17 and 24. Mean-level analyses were conducted with a two-factor repeated measures analysis of variance with time as the within-subject factor and sex as the between-subjects factor. Linear mixed models fitted in SAS PROC MIXED were used to adjust all statistics for the nonindependence of the twin observations.

Individual-level change refers to the number of persons who exhibit a clinically significant change in the number of their symptoms that cannot be accounted for solely by measurement error or regression to the mean (i.e., as a result of chance). Individual-level change is typically assessed with the reliable change index (RCI; Christensen & Mendoza, 1986; Jacobson & Traux, 1991). The RCI is the difference in an individual’s number of symptoms from Time 1 to Time 2 ($X_2 - X_1$) divided by the standard error of the difference between the two scores ($S_{diff}$). The $S_{diff}$ is calculated via the standard error of measurement of the symptom count variables at Time 1 and Time 2 ($S_{diff} = \sqrt{SEM_{T1}^2 + SEM_{T2}^2}$) and represents the distribution of change scores that would be expected if no actual change had occurred. If we assume that change scores follow a normal distribution, persons with RCI values of $\pm 1.96$ are considered to have experienced reliable or clinically significant change—that is, the change score has a significance value less than .05. Therefore, if individual-level change were solely due to measurement error or regression to the mean, only 5.0% of the sample would exhibit RCI scores greater than 1.96 (2.5%) or less than $-1.96$ (2.5%).

Unfortunately, because of the ordinal nature and positive skew of the distributions of symptom count variables in community samples, the RCI is a problematic index of individual-level change. That is, RCI values for symptom counts lack sensitivity (because of a limited number of possible values) and are biased to detect increases rather than decreases in symptoms (because of a floor effect). Therefore, we attempted to link RCI values to a clinically meaningful benchmark. For the substance use disorders, the necessary RCI value indicative of reliable change was equivalent to a change in two symptoms: one less than necessary for a diagnosis and indicative of problematic, if not diagnosable, behavior. For consistency across externalizing disorders, a change of two
symptoms was also necessary to be considered a reliable and clinically significant change for adult antisocial behavior.

Our final index of developmental change was rank-order stability, which refers to the consistency of the relative ordering of individuals in a population over time. This measure provides an index of the extent to which persons maintain their relative position in a group over time. Rank-order stability was assessed via the 7-year test–retest correlation coefficients for the four symptom count variables. Significance levels were adjusted with linear mixed models in SAS to account for the nonindependence of the twin observations.

**EXT spectrum model of gender differences and developmental change.** We tested a series of increasingly restrictive (i.e., nested) models of factorial invariance to better conceptualize (a) the developmental course of the four externalizing disorders from late adolescence to early adulthood and (b) the nature of any observed gender differences. If the more parsimonious models are able to provide an adequate fit to the data, then certain psychological interpretations can be made regarding the nature of gender differences and longitudinal change and stability of externalizing disorders.

Configural invariance is the first level of factorial invariance and stipulates that the same factor structure must be present in men and women and across time. Previous reports have demonstrated that, for men and women, a one-factor model can best account for the covariance among the multiple externalizing disorders (Kendler et al., 2003; Krueger, 1999; Krueger et al., 1998, 2002, 2005; Vollebergh et al., 2001; Young et al., 2000). Therefore, configural invariance was used to examine the nature of rank-order stability of the externalizing disorders. That is, can stability in each disorder be accounted for by stability in the general EXT liability alone, or are disorder-specific effects needed to account for the stability of certain disorders? Also, is the nature of developmental stability (both general and specific) the same across genders?

Metric invariance is the next level of factorial invariance and stipulates that the factor loadings be the same across men and women and across time. The interpretation of metric invariance is that the pattern of correlations (i.e., pattern of comorbidity) among the four externalizing disorders is the same across genders and across time.

Strong invariance is the next level of factorial invariance and includes the additional constraint that the intercepts (parameters corresponding to the means) of the four externalizing disorders be the same across genders but allows the means of the general EXT liability to differ across genders. If strong invariance is present (i.e., the more restrictive model provides an adequate fit to the data), the substantive interpretation is that the gender differences in the mean number of symptoms of the individual disorders can be attributed to a mean-level gender difference in the general EXT liability.

Strict invariance is the most stringent form of factorial invariance and adds the final constraint that the residual variances be the same across groups. For strict invariance to be present, each externalizing disorder must exhibit comparable variability across genders, so that the portion of variance not accounted for by the general EXT liability (i.e., the residual variance) is the same for men and women.

Model fitting was conducted in Mplus 3 (Muthén & Muthén, 2003) via a maximum-likelihood estimator with robust standard errors, which adjusts model fit for the nonnormal distributions of the symptom count variables and adjusts the standard errors of the parameter estimates for the nonindependence of the twin observations. This maximum-likelihood estimator requires complete data for all cases. The fit of models was evaluated with an adjusted chi-square fit statistic (Muthén & Muthén, 2003), the root-mean-square error of approximation (RMSEA; Browne & Cudeck, 1993), and the Bayesian information criterion (BIC = $x^2 - df \ln N$, where $N$ = number of twin pairs plus number of singletons; Raftery, 1995). The adjusted chi-square provides an overall estimate of model fit for nonnormal data. The RMSEA provides an estimate of discrepancy in model fit per degree of freedom and is also an index of overall model fit. RMSEA values less than .08 indicate an adequate fit to the data, and values less than .05 indicate a very good fit to the data. The BIC balances overall model fit and model complexity and favors the model that incorporates fewer parameters given two models that yield an equivalent overall fit to the data (i.e., chi-square value). In comparison of models, BIC differences of 0–2 are considered weak evidence in support of the model with the lower BIC value, differences of 2–6 are considered positive evidence, differences of 6–10 are considered strong evidence, and differences over 10 are considered very strong evidence (Raftery, 1995). Because models of factorial invariance are increasingly restrictive, we sought to identify the most parsimonious model (i.e., lowest BIC value) that still maintained a good overall fit to the data (i.e., a low RMSEA value).

**Biometric analysis.** We used a classical twin design and standard biometric modeling to examine the genetic and environmental contributions to change and stability in symptoms of externalizing disorders. Twin methodology assumes that the variance of an observed phenotype can be decomposed into additive genetic (A, i.e., the genetic effect due to the summation of genes across loci), shared environmental (C), and nonshared environmental (E) variance components. Shared environmental variance is due to environmental effects that contribute to twin similarity, whereas nonshared environmental variance is due to environmental effects that contribute to differences between members of a twin pair. Nonshared environmental variance also includes variance due to measurement error. Because MZ twins share 100% of additive genetic effects, whereas DZ twins share only 50%, and because shared environmental effects are assumed to affect the two types of twins equally, the genetic and environmental variance components can be estimated through comparison of the similarity of MZ and DZ twins. That is, greater MZ relative to DZ twin similarity is indicative of genetic effects, whereas comparable MZ and DZ similarity is indicative of shared environmental effects. Differences between MZ twins are indicative of nonshared environmental effects. For the current analyses, we sought only to estimate the main effects of genes and environments on the observed phenotypes, so we make the additional standard assumptions of no gene–environment correlations or interactions and no assortative mating.

Longitudinal biometric models were fitted for each externalizing disorder symptom count variable as well as for the latent EXT liability. For each externalizing disorder, a standard Cholesky decomposition (Figure 1) was used to parse its phenotypic variance into separate additive genetic, shared environmental, and nonshared environmental components at ages 17 and 24. Stability in the genetic and environmental variance components was estimated via correlations between the additive genetic ($r_A$), shared
environmental ($r_{c}$), and nonshared environmental ($r_{e}$) variance components at ages 17 and 24. This model allowed us to estimate the genetic and environmental contributions at each time point, test whether these effects differed across time, and estimate their longitudinal stability. For the latent EXT liability, we fitted a two-factor biometric model in which genetic and environmental contributions to the common latent factor variance were estimated at ages 17 and 24 (Figure 2). Model parameters were initially estimated separately for men and women, then were constrained to be equal to test for any significant differences in the relative genetic and environmental contributions to the phenotypic variance (i.e., differences in heritability).

Model fitting analyses were performed with the computer program Mx (Neale et al., 2002). Models were fitted to the raw data via full information maximum-likelihood estimation, which allows for missing data and adjusts parameter estimates to account for the reduced precision resulting from incomplete data. All symptom count variables were log($x + 1$) transformed to better approximate normality, as the fit indexes provided by Mx do not adjust for the nonnormality of the distributions of the symptom count variables. Because we primarily sought simply to provide parameter estimates for the full ACE longitudinal biometric models fitted separately for men and women (as opposed to testing a series of nested models), we do not report fit statistics for each model, but these can be provided by Brian M. Hicks on request.

Results

**Gender Differences at Ages 17 and 24**

Table 1 provides the prevalence rates and the means and standard deviations for the symptom count variables of the four externalizing disorders separately for men and women at ages 17 and 24.  

At age 17, compared with women, men exhibited more symptoms of adult antisocial behavior, $t(547) = 5.10, p < .001$, but roughly the same number of symptoms of alcohol dependence, $t(547) = 1.94, p = .053$; nicotine dependence, $t(547) = 0.01, p > .10$; and drug dependence, $t(547) = 0.69, p > .10$. At age 24, compared with women, men exhibited substantially more symptoms of adult antisocial behavior, $t(547) = 8.03, p < .001$; alcohol dependence, $t(547) = 8.18, p < .001$; and drug dependence, $t(547) = 2.82, p = .005$, but only slightly more symptoms of nicotine dependence, $t(547) = 2.24, p = .025$.

**Mean-Level Change, Individual-Level Change, and Rank-Order Stability From Ages 17 to 24**

Because significant gender differences were detected at each time point, we examined mean-level changes in symptoms of externalizing disorders from ages 17 to 24 separately for men and women using linear mixed models analogous to repeated measures analyses of variance. Men exhibited large increases in symptoms of adult antisocial behavior, $t(723) = 7.30, p < .001$; alcohol dependence, $t(723) = 11.61, p < .001$; nicotine dependence, $t(723) = 10.18, p < .001$; and drug dependence, $t(723) = 5.74, p < .001$. Women also exhibited moderate to large increases in symptoms of adult antisocial behavior, $t(754) = 4.99, p < .001$; alcohol dependence, $t(754) = 3.05, p = .002$; nicotine dependence, $t(754) = 8.29, p < .001$; and drug dependence, $t(754) = 3.08, p = .002$.

We also tested whether the slopes of the increases in mean number of symptoms were significantly different for men and women using the Gender $\times$ Time interaction term in a model that included the full sample. For each disorder, the Gender $\times$ Time interaction was significant at $p < .01$, indicating that the mean-level increase in symptoms of each externalizing disorder was significantly greater for men than women. However, only the interaction term for alcohol dependence accounted for more than $1\%$ of the variance.

Table 2 provides results of analyses examining individual-level change. Men exhibited significant individual-level change for each externalizing disorder. That is, more men exhibited a reliable and clinically significant increase or decrease in their number of symptoms than would be expected as a result of chance alone. Women showed significant individual-level change for each substance use disorder but not for adult antisocial behavior. Men displayed more individual-level change than women for each externalizing disorder, although the amount of individual-level change for nicotine dependence was fairly comparable for men and women. Both men and women were more likely to increase rather than decrease in their number of symptoms. Finally, although significant individual-level change was detected for each disorder, the majority of men and women remained stable in terms of their number of symptoms.

Table 3 provides the correlations among the symptom count variables at ages 17 and 24 separately for men and women. Within a given assessment, the externalizing disorders were moderately intercorrelated for both men and women, with a mean intercorrelation of $.52$ at age 17 and $.40$ at age 24. This indicates that a common EXT liability factor was present at both ages, although there appeared to be a slight decline in the magnitude of overlapping variance among the disorders at the older age, which suggests greater differentiation of the disorders over time. Finally, for both men and women, each disorder evinced moderate rank-order stability, as indexed by the 7-year test–retest correlation ($r_s = .30$ to $.56$, all $p_s < .001$).

---

1 Consistent with Criterion A of the DSM–III–R definition of ASPD, a diagnosis of adult antisocial behavior was defined as the presence of four or more adult symptoms.
Next, we tested a series of confirmatory factor models to simultaneously account for the comorbidity, gender differences, and longitudinal stability in symptoms of the four externalizing disorders. The general model included an EXT factor at ages 17 and 24 (Model 1; see Table 4 for fit statistics), with all parameters allowed to vary across gender. The EXT factor represents the common variance or general liability to the four externalizing disorders at age 17 and 24.

**EXT Spectrum Model of Gender Differences and Developmental Change and Stability**

Figure 2. Longitudinal biometric factor model fitted simultaneously to the symptom counts of the four externalizing disorders at ages 17 and 24. Longitudinal stability is modeled in terms of the stability of additive genetic ($r_A$), shared environmental ($r_C$), and nonshared environmental effects ($r_E$) at the factor level. Subscripts refer to assessment age in years. $A$ = additive genetic variance component; $C$ = shared environmental variance component; $E$ = nonshared environmental variance component; $EXT$ = latent Externalizing factor; $AAB$ = adult antisocial behavior; $ALD$ = alcohol dependence; $NCD$ = nicotine dependence; $DD$ = drug dependence.

### Table 1
*Mean-Level Gender Differences, Longitudinal Change, and Rank-Order Stability of Externalizing Disorder Symptoms From Age 17 to 24*

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Cross-sectional differences</th>
<th>Age 17</th>
<th>Gender d score</th>
<th>Longitudinal change</th>
<th>Age 24</th>
<th>Gender d score</th>
<th>Change over time d score</th>
<th>Gender × Time $\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prevalence rate (%)</td>
<td>Symptom $M$</td>
<td>$SD$</td>
<td></td>
<td>Prevalence rate (%)</td>
<td>Symptom $M$</td>
<td>$SD$</td>
<td></td>
</tr>
<tr>
<td>Adult antisocial behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>5.7</td>
<td>0.80</td>
<td>1.24</td>
<td>.37*</td>
<td>5.5</td>
<td>1.23</td>
<td>1.24</td>
<td>.60*</td>
</tr>
<tr>
<td>Women</td>
<td>1.8</td>
<td>0.40</td>
<td>0.92</td>
<td></td>
<td>1.9</td>
<td>0.62</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>10.2</td>
<td>0.60</td>
<td>1.36</td>
<td>.14</td>
<td>27.9</td>
<td>1.70</td>
<td>1.99</td>
<td>.59*</td>
</tr>
<tr>
<td>Women</td>
<td>6.4</td>
<td>0.42</td>
<td>1.21</td>
<td></td>
<td>9.7</td>
<td>0.65</td>
<td>1.52</td>
<td></td>
</tr>
<tr>
<td>Nicotine dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>12.8</td>
<td>0.66</td>
<td>1.56</td>
<td>−.01</td>
<td>35.3</td>
<td>1.78</td>
<td>2.29</td>
<td>.18</td>
</tr>
<tr>
<td>Women</td>
<td>14.1</td>
<td>0.67</td>
<td>1.64</td>
<td></td>
<td>26.4</td>
<td>1.39</td>
<td>2.09</td>
<td></td>
</tr>
<tr>
<td>Drug dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>3.8</td>
<td>0.28</td>
<td>1.15</td>
<td>.06</td>
<td>11.9</td>
<td>0.79</td>
<td>1.86</td>
<td>.22*</td>
</tr>
<tr>
<td>Women</td>
<td>3.4</td>
<td>0.22</td>
<td>0.94</td>
<td></td>
<td>7.2</td>
<td>0.42</td>
<td>1.42</td>
<td></td>
</tr>
</tbody>
</table>

*Note.* Cohen’s $d$s were calculated as $(M_1 - M_2)/(pooled SD)$ for the raw symptom count variables. The eta-square values refer to the percentage of variance accounted for by the Gender × Time interaction. At both age 17 and age 24, values for the symptom count variables ranged from 0 to 7 for adult antisocial behavior and nicotine dependence and 0 to 9 for alcohol and drug dependence.

$p < .01$. 
each age and can be conceptualized as accounting for the comorbidity among the disorders. The correlation between the EXT factors at the two ages reflects the rank-order stability of the general EXT liability over the 7-year period.

Table 4 contains the fit statistics for the models of factorial invariance. First, we tested whether rank-order stability on the EXT factor could account for the rank-order stability in the symptoms of four externalizing disorders by allowing the residual variance in each symptom count variable to correlate across time. Allowing a correlation between the residuals of nicotine dependence at ages 17 and 24 improved the fit of the model, as indicated by a lower BIC value (Model 2). Allowing residuals of the other symptom count variables to correlate across time did not result in a lower BIC value. Therefore, the EXT factor could account for the rank-order stability in symptoms of adult antisocial behavior, alcohol dependence, and drug dependence, but specific factors independent of the EXT factor were necessary to account for the rank-order stability in symptoms of nicotine dependence. That is, nicotine dependence was more stable than would be expected given a person’s level of the EXT factor alone.

Second, we tested whether the pattern of correlations among the symptom count variables was the same at ages 17 and 24 by constraining the factor loadings of the EXT factors to be the same across time (Model 3). Conceptually, this is analogous to testing whether the pattern of comorbidity among the four externalizing disorders was the same at ages 17 and 24. This model yielded a lower BIC value, indicating that the pattern of comorbidity was comparable at ages 17 and 24.

Third, we tested whether the pattern of correlations among the symptom count variables was the same for men and women by constraining the factor loadings of the EXT factor to be the same across genders (Model 4; the correlation between the residuals of nicotine dependence was also equated across genders). Conceptually, this model is analogous to testing whether the pattern of comorbidity among the four externalizing disorders was the same for men and women. This model also yielded a lower BIC value.

Table 2
Percentages of Participants Who Exhibited Significant Individual-Level Change in Externalizing Disorder Symptoms From Age 17 to 24

<table>
<thead>
<tr>
<th>Disorder</th>
<th>n</th>
<th>Decrease</th>
<th>Stable</th>
<th>Increase</th>
<th>( \chi^2(2, N = )</th>
<th>( p )</th>
<th>Sex differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult antisocial behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>494</td>
<td>6.1</td>
<td>78.1</td>
<td>15.8</td>
<td>63.2</td>
<td>&lt;.001</td>
<td>56.4</td>
</tr>
<tr>
<td>Women</td>
<td>520</td>
<td>3.1</td>
<td>93.8</td>
<td>3.1</td>
<td>0.7</td>
<td>&gt;.10</td>
<td></td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>538</td>
<td>3.5</td>
<td>64.9</td>
<td>31.6</td>
<td>165.1</td>
<td>&lt;.001</td>
<td>80.5</td>
</tr>
<tr>
<td>Women</td>
<td>646</td>
<td>5.9</td>
<td>83.4</td>
<td>10.7</td>
<td>46.5</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Nicotine dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>538</td>
<td>2.2</td>
<td>69.7</td>
<td>28.1</td>
<td>136.0</td>
<td>&lt;.001</td>
<td>9.0</td>
</tr>
<tr>
<td>Women</td>
<td>646</td>
<td>4.0</td>
<td>74.5</td>
<td>21.5</td>
<td>115.7</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Drug dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>538</td>
<td>2.0</td>
<td>84.4</td>
<td>13.6</td>
<td>44.6</td>
<td>&lt;.001</td>
<td>15.9</td>
</tr>
<tr>
<td>Women</td>
<td>646</td>
<td>2.3</td>
<td>91.0</td>
<td>6.7</td>
<td>12.8</td>
<td>&lt;.01</td>
<td></td>
</tr>
</tbody>
</table>

*Note.* For the substance use disorders, the reliable change index, which corresponds to a change of two symptoms, was used to determine the percentage of individuals who increased, decreased, or remained stable. For adult antisocial behavior, a change of two symptoms was also necessary to be considered significant individual-level change. The chi-square test for individual-level change tested whether the observed distribution in the sample differed from the expected distribution (2.5% decrease, 95.0% stable, 2.5% increase) if change were completely random. The chi-square test for sex differences tested whether the distribution of persons who changed or remained stable was the same for men and women.

Table 3
Phenotypic Correlations Among the Externalizing Disorders at Age 17 and 24

<table>
<thead>
<tr>
<th>Disorder</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Adult antisocial behavior</td>
<td>—</td>
<td>.65</td>
<td>.48</td>
<td>.55</td>
<td>.40</td>
<td>.30</td>
<td>.36</td>
<td>.29</td>
</tr>
<tr>
<td>2. Alcohol dependence</td>
<td>.60</td>
<td>—</td>
<td>.50</td>
<td>.64</td>
<td>.39</td>
<td>.38</td>
<td>.37</td>
<td>.20</td>
</tr>
<tr>
<td>3. Nicotine dependence</td>
<td>.47</td>
<td>.49</td>
<td>—</td>
<td>.54</td>
<td>.28</td>
<td>.28</td>
<td>.56</td>
<td>.27</td>
</tr>
<tr>
<td>4. Drug dependence</td>
<td>.38</td>
<td>.45</td>
<td>.45</td>
<td>—</td>
<td>.22</td>
<td>.32</td>
<td>.28</td>
<td>.30</td>
</tr>
<tr>
<td>Age 24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Adult antisocial behavior</td>
<td>.44</td>
<td>.38</td>
<td>.34</td>
<td>.28</td>
<td>—</td>
<td>.42</td>
<td>.32</td>
<td>.44</td>
</tr>
<tr>
<td>6. Alcohol dependence</td>
<td>.32</td>
<td>.41</td>
<td>.17</td>
<td>.36</td>
<td>—</td>
<td>.40</td>
<td>.48</td>
<td>.36</td>
</tr>
<tr>
<td>7. Nicotine dependence</td>
<td>.38</td>
<td>.35</td>
<td>.49</td>
<td>.22</td>
<td>.39</td>
<td>.38</td>
<td>—</td>
<td>.36</td>
</tr>
<tr>
<td>8. Drug dependence</td>
<td>.44</td>
<td>.40</td>
<td>.35</td>
<td>.38</td>
<td>.42</td>
<td>.39</td>
<td>.42</td>
<td>—</td>
</tr>
</tbody>
</table>

*Note.* Correlations for men are below the diagonal; correlations for women are above the diagonal. Correlations in boldface are the test-retest stability coefficients. All correlations are significant at \( p < .01 \).
indicating that the pattern of comorbidity among the four externalizing disorders was the same for men and women.

Fourth, we tested whether the gender differences in mean number of symptoms could be accounted for by a mean difference in the EXT factor by constraining the intercepts of the four externalizing disorders to be the same across men and women and allowing the mean of the EXT factor to differ across genders (Model 5). Although the decrease in BIC was modest, it favored the more parsimonious model while maintaining a good overall fit to the data, thus indicating that the mean-level differences in the specific disorders could be accounted for by a gender difference in the general EXT liability.

Fifth, we tested whether the proportion of variance in the symptom count variables that was not accounted for by the EXT factor was the same for men and women by constraining the residual variances to be the same across genders (Model 6). This strict invariance model failed to provide a better fit to the data. The poor fit of the strict invariance model was primarily due to men exhibiting greater variance in symptoms of externalizing disorders relative to women.

Finally, for the strong invariance model (Model 5), we further constrained the stability coefficient of the EXT factor to be the same across men and women (Model 7). Again, although the decrease in BIC was modest, it favored the more parsimonious model while maintaining a good overall fit to the data, thus indicating that men and women exhibited comparable rank-order stability in terms of their standing on the EXT factor from ages 17 to 24.

Figure 3 depicts parameter estimates for the final model with the lowest BIC value. The gender difference in mean levels of the EXT factor was relatively modest at age 17 ($d = .21$, 95% confidence interval [CI] = 0.05–0.38) but was large at age 24 ($d = .73$, 95% CI = 0.54–0.93). To estimate mean-level developmental change on the EXT factor, we fitted longitudinal factor models separately for men and women. Men exhibited a large ($d = .80$, 95% CI = 0.66–0.94) and women a moderate ($d = .42$, 95% CI = 0.31–0.53) increase in mean levels of the EXT factor from ages 17 to 24. Also, as already discussed, the rank-order stability coefficient for the EXT factor was high and comparable for men ($r = .76$, $p < .001$) and women ($r = .66$, $p < .001$).

**Genetic and Environmental Contributions to Variance Change and Stability**

Parameter estimates of the biometric analyses for the symptom count variables and latent EXT factor are presented separately by gender in Tables 5 and 6. Raw variance components are presented in Table 5. To facilitate comparisons across time and gender, we set the phenotypic variance of men’s disorders at age 17 to have a value of 100.0, with the age 24 and all women’s phenotypic variance components scaled to that reference group. Several trends are evident in the results presented in Table 5. First, for both men and women, the phenotypic variance increased with age for each substance use disorder but declined for adult antisocial behavior. A second major trend was that men exhibited greater variance than women for each disorder at age 17 (with the exception of nicotine dependence), and this difference increased at age 24. For men, increases in the phenotypic variance were due to increases in the additive genetic and nonshared environmental variance, with both nearly doubling for each substance use disorder. For adult antisocial behavior, in both men and women, there was a slight decline in the additive genetic and nonshared environmental variance from ages 17 to 24. Additionally, for men, shared environmental variance declined for each disorder from ages 17 to 24.

Women displayed a less consistent pattern of developmental change. For nicotine dependence, there was a slight increase in the additive genetic variance and a large increase in the nonshared environmental variance, whereas drug dependence exhibited a large increase in additive genetic variance and a moderate increase in nonshared environmental variance. For alcohol dependence,
additive genetic variance declined substantially from ages 17 to 24, whereas there were large increases in the shared and nonshared environmental variance. For women, the shared environmental variance increased for each disorder from ages 17 to 24.

For the latent EXT factor, men exhibited a large increase in additive genetic variance from ages 17 to 24 and a decline in shared environmental variance. Nonshared environmental variance remained stable. For women, there was a decline in the additive variance component of variance; C = shared environmental component of variance; E = nonshared environmental component of variance; P = total phenotypic variance; $r_A = \text{additive genetic correlation between age 17 and age 24 symptoms}; r_C = \text{shared environmental correlation between age 17 and age 24 symptoms}; r_E = \text{nonshared environmental correlation between age 17 and age 24 symptoms}. $
genetic variance and a substantial increase in the shared and nonshared environmental variance from ages 17 to 24. Therefore, variance increases in the latent EXT factor were primarily due to additive genetic effects in men and environmental effects in women.

Finally, the estimated genetic and environmental correlations for the symptom count variables from ages 17 to 24 indicated that the additive genetic variance was highly overlapping across the two time points, whereas the nonshared environmental variance was more distinct. The extremely variable shared environmental correlations were primarily due to the small proportion of variance accounted for by shared environmental effects at a given time point. Both the additive genetic and the environmental correlations were very high for the latent EXT factor.

Table 6 provides the standardized ACE parameter estimates and 95% CIs. For men, estimates of heritability tended to increase from ages 17 to 24, whereas estimates of the shared environmental variance component tended to decrease, although none of the estimates was significantly different across time. For women, estimates of heritability tended to decrease from ages 17 to 24, whereas estimates of the shared environmental variance component tended to increase. The one exception was drug dependence, for which the heritability estimate increased and the shared environmental variance component decreased. For women, the heritability estimate of alcohol dependence was significantly lower at age 24 compared with age 17, $H^2(1) = 19.57$, $p < .001$. Also for women, the heritability estimate of the latent EXT factor was significantly lower at age 24 compared with age 17, $H^2(1) = 4.33$, $p < .05$. Significant gender differences in heritability estimates were also detected. At age 17, the heritability estimate of alcohol dependence was significantly greater for women compared with men, $H^2(1) = 4.43$, $p < .05$. The reverse was the case at age 24, however, in that the heritability estimate of alcohol dependence was significantly lower for women compared with men, $H^2(1) = 5.74$, $p < .05$. Finally, at age 17, the heritability estimate of drug dependence was significantly greater in men compared with women, $H^2(1) = 4.03$, $p < .05$. 

Table 6

<table>
<thead>
<tr>
<th>Age and component</th>
<th>AAB</th>
<th>ALD</th>
<th>NCD</th>
<th>DD</th>
<th>EXT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a^2$</td>
<td>.50 (.19–.59)</td>
<td>.37 (.08–.63)</td>
<td>.38 (.14–.65)</td>
<td>.55 (.26–.64)</td>
<td>.44 (.13–.81)</td>
</tr>
<tr>
<td>$c^2$</td>
<td>.00 (.00–.27)</td>
<td>.20 (.00–.44)</td>
<td>.33 (.07–.53)</td>
<td>.00 (.00–.25)</td>
<td>.32 (.00–.60)</td>
</tr>
<tr>
<td>$e^2$</td>
<td>.50 (.41–.62)</td>
<td>.43 (.35–.55)</td>
<td>.29 (.23–.37)</td>
<td>.45 (.36–.56)</td>
<td>.23 (.16–.34)</td>
</tr>
<tr>
<td>Age 24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a^2$</td>
<td>.47 (.14–.57)</td>
<td>.48 (.18–.57)</td>
<td>.51 (.28–.67)</td>
<td>.60 (.39–.68)</td>
<td>.71 (.41–.88)</td>
</tr>
<tr>
<td>$c^2$</td>
<td>.00 (.00–.31)</td>
<td>.00 (.00–.26)</td>
<td>.13 (.00–.33)</td>
<td>.00 (.00–.19)</td>
<td>.12 (.00–.39)</td>
</tr>
<tr>
<td>$e^2$</td>
<td>.53 (.43–.64)</td>
<td>.52 (.43–.64)</td>
<td>.37 (.29–.46)</td>
<td>.40 (.32–.49)</td>
<td>.17 (.10–.27)</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a^2$</td>
<td>.47 (.23–.57)</td>
<td>.70 (.54–.76)</td>
<td>.56 (.25–.64)</td>
<td>.09 (.00–.45)</td>
<td>.78 (.54–.85)</td>
</tr>
<tr>
<td>$c^2$</td>
<td>.01 (.00–.21)</td>
<td>.00 (.00–.15)</td>
<td>.01 (.00–.27)</td>
<td>.28 (.00–.43)</td>
<td>.00 (.00–.23)</td>
</tr>
<tr>
<td>$e^2$</td>
<td>.52 (.43–.63)</td>
<td>.30 (.24–.37)</td>
<td>.44 (.36–.53)</td>
<td>.62 (.51–.73)</td>
<td>.22 (.15–.30)</td>
</tr>
<tr>
<td>Age 24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a^2$</td>
<td>.38 (.12–.55)</td>
<td>.08 (.01–.26)</td>
<td>.39 (.07–.59)</td>
<td>.31 (.00–.58)</td>
<td>.41 (.16–.71)</td>
</tr>
<tr>
<td>$c^2$</td>
<td>.08 (.00–.31)</td>
<td>.22 (.07–.35)</td>
<td>.11 (.00–.38)</td>
<td>.18 (.00–.43)</td>
<td>.29 (.02–.53)</td>
</tr>
<tr>
<td>$e^2$</td>
<td>.54 (.44–.65)</td>
<td>.68 (.59–.79)</td>
<td>.50 (.41–.62)</td>
<td>.51 (.41–.64)</td>
<td>.30 (.21–.42)</td>
</tr>
<tr>
<td><strong>Combined</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a^2$</td>
<td>.49 (.32–.56)</td>
<td>.63 (.41–.69)</td>
<td>.46 (.26–.66)</td>
<td>.38 (.13–.55)</td>
<td>.70 (.46–.83)</td>
</tr>
<tr>
<td>$c^2$</td>
<td>.01 (.00–.15)</td>
<td>.01 (.00–.21)</td>
<td>.16 (.00–.34)</td>
<td>.10 (.00–.30)</td>
<td>.08 (.00–.29)</td>
</tr>
<tr>
<td>$e^2$</td>
<td>.51 (.44–.58)</td>
<td>.36 (.31–.42)</td>
<td>.38 (.32–.44)</td>
<td>.52 (.45–.61)</td>
<td>.22 (.17–.27)</td>
</tr>
<tr>
<td>Age 24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a^2$</td>
<td>.47 (.23–.54)</td>
<td>.25 (.05–.46)</td>
<td>.49 (.29–.61)</td>
<td>.54 (.36–.62)</td>
<td>.66 (.37–.83)</td>
</tr>
<tr>
<td>$c^2$</td>
<td>.00 (.00–.22)</td>
<td>.14 (.00–.33)</td>
<td>.08 (.00–.25)</td>
<td>.03 (.00–.18)</td>
<td>.11 (.00–.37)</td>
</tr>
<tr>
<td>$e^2$</td>
<td>.53 (.46–.60)</td>
<td>.61 (.53–.69)</td>
<td>.43 (.37–.50)</td>
<td>.43 (.37–.51)</td>
<td>.23 (.17–.31)</td>
</tr>
</tbody>
</table>

Note. The combined model constrains the parameter estimates to be equal across men and women. AAB = adult antisocial behavior; ALD = alcohol dependence; NCD = nicotine dependence; DD = drug dependence; EXT = latent Externalizing factor; $a^2$ = proportion of variation due to additive genetic effects; $c^2$ = proportion of variation due to shared environmental effects; $e^2$ = proportion of variation due to nonshared environmental effects. Confidence intervals appear in parentheses.

* There was a significant gender difference in the heritability estimate at the given assessment. ** The heritability estimate was significantly different across the two assessments.
Discussion

The present investigation tests several hypotheses regarding the nature of gender differences and developmental change on four externalizing disorders: adult antisocial behavior, alcohol dependence, nicotine dependence, and drug dependence. For all externalizing disorders, there was a significant increase in mean symptom levels from ages 17 to 24. Additionally, for each externalizing disorder there was a significant Gender × Time interaction, such that a modest gender difference at age 17 increased to a large gender difference at age 24. This widening gender gap was a function of men increasing in externalizing symptoms at a greater rate than women. Individual-level analyses were consistent with the mean-level analyses, such that for both men and women a significant number of individuals increased in their externalizing symptoms, with more men than women exhibiting a significant increase in symptoms. Finally, men and women evinced a comparable and moderate degree of rank-order stability for each externalizing disorder.

The latent EXT factor exhibited a similar pattern of gender differences and developmental change. Both men and women increased on the EXT factor from ages 17 to 24. Men were higher on the EXT factor at both time points, with a modest gender difference at age 17 increasing to large one at age 24. However, these mean-level differences were greater for the EXT factor than for the specific externalizing disorders. Also, the EXT factor exhibited greater rank-order stability than any of the specific externalizing disorders and could account for the rank-order stability in each disorder except nicotine dependence. Although the externalizing disorders were moderately intercorrelated at both ages, the amount of overlapping variance declined slightly with age, which suggests greater differentiation of the disorders over time. However, the level of rank-order stability and pattern of intercorrelations among the externalizing disorders did not differ across genders. This indicates that although men and women did not differ in terms of the structure of externalizing symptoms, men did experience a greater absolute number of symptoms than women. Finally, our most novel finding is that a mean-level gender difference in the latent EXT factor could account for gender differences in mean levels of the individual disorders.

Biometric analyses also revealed differential effects of genetic and environmental factors on risk for externalizing disorders across gender and time. Men exhibited a pattern consistent with behavioral genetic developmental theory—that is, increasing heritability and genetic variance with age. Also, there was some evidence of shared environmental effects on nicotine dependence, alcohol dependence, and the EXT factor at age 17, but these effects fell to near zero at age 24, with a much higher heritability estimate for the EXT factor. Women exhibited less consistent patterns. For each disorder except drug dependence, the genetic variance either remained stable or declined at age 24, with the heritability estimates declining as a consequence. The increase in the genetic variance and heritability of drug dependence was likely due to the low phenotypic variance evident at age 17. The biometry of alcohol dependence exhibited a dramatic shift, from a high heritability estimate and no shared environmental effects at age 17 to a very low heritability estimate and significant shared environmental effects at age 24. As a consequence of this shift in alcohol dependence, the heritability estimate of the EXT factor also declined substantially, with a significant shared environmental contribution at age 24. Finally, for both men and women, each externalizing phenotype except adult antisocial behavior exhibited an increase in the nonshared environmental variance indicative of the impact of a greater diversity of environmental experiences with increasing age.

Disorder-Specific Characteristics

Although there were consistent trends across the four externalizing disorders in terms of gender differences and developmental change, each disorder exhibited distinctive characteristics. Adult antisocial behavior was the only disorder whose variance decreased from ages 17 to 24. This suggests a desistance effect—that is, most men and women peaked in their antisocial behavior in late adolescence but declined in such behavior as they entered adulthood (Blumstein, Cohen, & Farrington, 1988; Moffitt, 1993). In contrast, drug dependence exhibited the greatest increases in variance from ages 17 to 24, in particular the largest increases in additive genetic variance. The low variance at age 17 was likely due to the illicit nature of these substances, which restricts access and constrains the potential effect of genetic differences for risk for dependence. However, the greater opportunities for access to illicit drugs that come with age may allow for genetic factors to emerge and so play a greater role in symptom expression.

Alcohol dependence exhibited the greatest gender differences in genetic and environmental architecture over time, with women exhibiting higher heritability than men at age 17 but lower heritability than men at age 24. This suggests that the genetic and environmental risk factors for alcohol dependence may be particularly sensitive to gender and developmental context. That is, for women in young adulthood, alcohol dependence may be more contextually driven than is the case for men. For example, after marriage, the drinking patterns of women and of their peer group tend to increase or decrease to more closely match the patterns of their male partner (Leonard & Mudar, 2003). In contrast, men’s drinking patterns remain relatively independent of their partner’s drinking habits. Attending college is another potentially important environmental effect in early adulthood that may have differential effects for men and women, as many of the social activities of college students include or emphasize heavy drinking (Bartholow, Sher, & Krull, 2003; Kahler, Wood, & Palfai, 2003; Slutske et al., 2004).

Our results for the heritability of alcohol dependence in early adulthood are somewhat inconsistent with previous population-based studies that have found moderate to high heritability and no shared environmental effects (Heath et al., 1997; Kendler et al., 1992). The reasons for this discrepancy are difficult to determine, but it may be due to the sample characteristics and length of the assessment period. Previous studies ascertained lifetime diagnoses for large cross-sectional samples with participants who spanned the full range of adulthood (20s to 80s), which introduces the possibility of cohort and retrospective bias effects. Cross-sectional samples may also obscure developmental variability regarding the impact of different genetic and environmental factors. In contrast, the female sample of the MTFS spans only a few birth years, all twins are assessed at roughly the same age, and the assessment period covers only the last 3–4 years (although this was extended to 7 years for the present analyses). The consequences of cross-
sectional versus cohort samples and different assessment periods on estimates of heritability have not received a comprehensive evaluation. However, it should be noted that a heritability estimate is only valid for a particular population at a specific time point and so is subject to variation resulting from various sample, psychometric, developmental, and historical factors.

In contrast to alcohol dependence, nicotine dependence exhibited the fewest gender differences, with only modest mean-level, individual-level, variance, and biometric differences. Also, nicotine dependence was the only disorder that required effects independent of the EXT factor to account for its rank-order stability. Our model cannot determine the cause of the greater stability of nicotine dependence, but it could be due to the especially addictive properties of nicotine (Henningfield & Keenan, 1993), sociocultural factors (e.g., norms and legal restrictions regarding use and access relative to alcohol and illicit drugs), or other individual-differences variables (Pomerleau, Collins, Shiffman, & Pomerleau, 1993). Regardless, these findings provide an opportunity to gain a greater understanding of both nicotine dependence and the EXT liability by examining the similarities and differences between nicotine dependence and other disorders in the EXT spectrum. For example, what are the common risk factors among all the externalizing disorders that index the EXT liability, and what are the unique aspects of nicotine dependence that contribute to its greater persistence and weaker gender differences?

One limitation of the current study is the use of only two time points. For example, many participants likely had already reached their lifetime peak number of externalizing symptoms and begun to desist prior to age 24. Analyses that include additional time points and predictors of change will help to provide a more refined understanding of the process of escalation and desistance of externalizing symptoms. However, our aim was simply to examine the overall increase in externalizing disorder symptoms and estimate its magnitude during the developmental period of greatest change and prevalence. An additional limitation is that our sample was not ethnically or racially diverse, which limits the generalizability of our findings. Finally, we did not incorporate environmental variables (e.g., socioeconomic status, marriage, peer influence) that might moderate some findings, as this was beyond the scope of the present investigation.

Utility of EXT Spectrum Model and Mediation Analyses

It is important to discuss the utility of the EXT spectrum model to improve our understanding of externalizing disorders. In regard to gender differences, our results indicate that the focus should shift from examining the risk factors for specific disorders that might differ across gender to investigating risk factors common to multiple disorders that also exhibit reliable gender differences. In regard to developmental change and stability, our finding that the EXT factor can account for much of the rank-order stability in the disorders indicates that the common variance is key to understanding the persistence of externalizing symptoms. Finally, our finding that the effect sizes for mean-level change on the EXT factor were greater than for any of the individual disorders indicates that an increase in a general disinhibitory process is key to understanding the increase in prevalence of the disorders in early adulthood and so should be a focus of research.

Given the utility of the EXT spectrum model, the broader question that derives from this work is as follows: What are the psychological mechanisms that underlie the EXT liability? On the basis of our results, examining developmental change and gender differences is a productive strategy to help answer this question, in particular by identifying the variables that contribute to or account for these normative changes and sex differences. For example, why do men exhibit higher mean levels of EXT? Why do mean levels of EXT increase for both men and women from late adolescence to early adulthood? Why does the gender difference in EXT increase from late adolescence to early adulthood? Identifying the variables that underlie or account for these processes will help to delineate the core of EXT liability.

Previous studies have found that there is a higher prevalence of risk factors for externalizing disorders in men (e.g., Moffitt et al., 2001). Because the EXT factor represents a general vulnerability, a logical strategy is to examine risk factors common across externalizing disorders that also exhibit a reliable gender difference. For example, Moffitt et al. (2001) identified several replicable risk factors for adolescent antisocial behavior that also exhibited reliable gender differences, including neurocognitive deficits, early-emerging undercontrolled temperament, hyperactivity, deviant peer relationships, and adult personality traits associated with heightened negative affectivity (especially aggression) and weak behavioral constraint. Mediation analyses revealed that neurocognitive deficits, undercontrolled temperament, hyperactivity, and deviant peer relationships could account for approximately one half of the gender difference in adolescent antisocial behavior, whereas a separate analysis found that the gender difference in antisocial behavior was almost entirely accounted for by adult personality traits of negative affect and weak behavioral constraint.

A similar strategy could be applied to the EXT liability per se. Such analyses are useful as they provide further descriptive information and identify potential mechanisms that serve as the core processes underlying the EXT liability. Also, given the variations across externalizing disorders for gender differences and developmental change detected in the present investigation, it is also important to conceptualize the common externalizing variance that defines the EXT liability factor as a distinct construct that requires studies designed to delineate its unique properties as opposed to one of its indicators.

This strategy could also be applied to identifying mediators of mean differences in EXT across developmental periods. For example, Moffitt et al. (2001) advocated the utility of examining contexts associated with a narrowing of the gender gap in antisocial behavior, the most notable contexts being puberty, alcohol- and drug-related delinquency, and intimate partner violence. The mechanisms associated with these contexts have yet to be delineated, but Moffitt et al. (2001) speculated that these contexts provide greater exposure of women to male peer influence, yielding a reduction in the gender gap via increased symptom expression in women. One could also apply a similar strategy to identify the contextual and biological factors associated with the widening of the gender gap in EXT from late adolescence to early adulthood via the greater increase in symptom expression of men relative to women. That is, what factors allow for the greater expression of the EXT liability, and why do mean levels of EXT increase from late adolescence to early adulthood? Identifying the variables that underlie or account for these processes will help to delineate the core of EXT liability.

In sum, our results offer further validation of the EXT spectrum model as a parsimonious theoretical framework with which to anchor our understanding of externalizing disorders. The next step
is to begin to describe and delineate the underlying processes represented by the EXT factor, knowledge of which will eventually inform strategies to prevent and remedy the deleterious effects of externalizing disorders. As we have illustrated, examination of both gender differences and developmental change provide productive research strategies in this endeavor.
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