Now or later? Striatum and insula activation to immediate versus delayed rewards
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Abstract

Neuroimaging studies on delay discounting tasks that use reward delays ranging from minutes to days have implicated the insula and striatum in the processing of inter-temporal decisions. This study aimed at assessing whether these brain regions would also be involved in decision-making when subjects have to wait through the delays within the range of seconds. Employing functional magnetic resonance imaging (fMRI) in thirteen healthy volunteers, we repeatedly presented monetary options with delays that differed within the range of multiple seconds. Using a region of interest approach, we found significant activation in the bilateral anterior insula and striatum when subjects chose either the immediate (smaller) or delayed (larger) option. In particular, insular activation was observed after the response and the delay, when the outcome of the immediate or the delayed choice was shown. Significantly greater activation was observed in the ventroanterior striatum while subjects chose the immediate, as opposed to the delayed, options, and also after receiving the outcome of waiting through the longer delay option. The evidence presented here indicates that both the ventral striatum and the insula are involved in the processing of choosing delay options as well as the consequences of choices with delays in the seconds’ range.
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Time perception is a crucial factor in the evaluation of choices and outcomes. We are often faced with decisions between options bearing immediate and delayed consequences, such as choosing an immediate financial loss in order to gain future retirement security. These intertemporal decisions can be assessed experimentally by using paradigms that assess the degree of “delay discounting” (Berns et al., 2007; Prelec & Loewenstein, 1997; Bickel et al., 1999; Lane et al., 2003). Delay discounting refers to the phenomenon where a reward available sooner is valued more than a reward available at a later time. In other words, time delays devalue future rewards.

Most delay discounting paradigms require participants to make choices between smaller, more immediate rewards, and larger rewards occurring at a later time. For example, in tasks using either hypothetical or real rewards, subjects have to choose between $10 today versus $20 in two weeks. The degree of preference for the later option is considered to be a function of reward magnitude and temporal delay, where an increase in the delay of the larger reward will typically lead to a decrease in preference for that option. Over time, this discounting pattern has been repeatedly described to fit a hyperbolic function (Ainslie, 1975; Lane et al., 2003; Madden et al., 2003), and more recently, it has been described as a ‘quasi-hyperbolic’ function (Laibson, 1997; McClure et al., 2004). It has been argued that the slope of the discounting curve is attributed to a probabilistic consideration where rewards are considered to be less likely to occur if they are delayed, and thus are discounted strongly (Rachlin et al., 1991). The hyperbolic nature of the slope has also been attributed to the concept that subjects estimate the duration of time in a non-linear fashion (Takahashi, 2005; Zauberman et al., 2009; Wittmann & Paulus, 2009). In addition, the use of hypothetical versus real rewards across tasks also influences choice behavior and the shape of the discounting slope (Lane et al., 2003). In order to maximize total reward outcome, subjects are flexible to adapt their delay discounting behavior to the specific parameters and constraints of the task (Schweighofer et al., 2006).

In recent years, functional magnetic resonance imaging (fMRI) studies have begun to examine the neural correlates of delay discounting in humans. Studies using two-option delayed reward tasks have shown that monetary rewards separated by a delay of two weeks (McClure et al., 2004), and liquid rewards, in thirsty volunteers, separated by several minutes (McClure et al., 2007) lead to similar brain activation clusters. Activation in limbic structures was greater for two choices involving an immediate versus a delayed reward than for two choices where both rewards were delayed. In contrast, lateral prefrontal cortex and posterior parietal cortex were more generally activated irrespective of delay. Since activation of the limbic system was associated with choosing immediate rewards and fronto-parietal cortex regions were associated with choosing delayed rewards, the authors discuss their findings in terms of a dual valuation system with distinct brain regions – the former implicated in a strong orientation to the present moment, and the latter involved in foresight and self-control.

Similar results were found in an fMRI study by Tanaka and colleagues using contingent monetary rewards (Tanaka et al., 2004). In two different task conditions lasting on the order of several minutes, subjects learned to choose between actions leading to small immediate rewards versus actions leading to no rewards. In the same study, subjects also learned to choose options that delivered small immediate losses but yielded a net positive gain at the end of the task. When subjects learned to collect immediate rewards over no rewards, regions of the prefrontal-cortico-limbic network, such as the lateral orbitofrontal cortex and the ventral striatum, were activated. In contrast, when subjects learned to delay monetary gratification instead of immediately cashing in small sums of money, dorsolateral prefrontal and inferior parietal cortices were activated. However, a more recent study (Kable & Glimcher, 2007) challenges the separation of functional systems suggested in the McClure et
al. (2004; 2007) and Tanaka et al. (2004) studies. In this study (Kable & Glimcher, 2007), the paralimbic structures of the medial prefrontal cortex, the posterior cingulate, and the ventral striatum were shown to be involved together in the representation of the subjective value of rewards irrespective of whether they could be received immediately or only after a delay.

The Tanaka et al. study (2004) has provided the intriguing suggestion that two brain structures, the insular cortex and the striatum, code the selection of options for immediate versus delayed gratification. Ventoanterior regions of these two brain regions were activated for the immediate choices, whereas dorso-posterior regions were activated when subjects learned to choose delayed rewards. These results suggest that separate pathways within the cortico-striatal circuitry may be involved in processing more immediate versus more delayed time scales of reward prediction. Two recent studies using inter-temporal decision tasks with hypothetical rewards complement such findings that the striatum plays an important role in delay discounting. The first study found ventral striatal activity that correlated with subjects’ preferences for smaller-immediate over larger-delayed monetary rewards in the range of days to years (Hariri et al., 2006). The second study, which varied similar time ranges, found that the participants’ preferences for immediate vs. delayed rewards resulted in different discounting slopes for delays up to one year and for delays longer than one year (Wittmann et al., 2007b). Contrasting activations for these shorter and longer delays has revealed that the neural activation associated with shorter delays was increased in the striatum, specifically the head of the left caudate nucleus and putamen.

Here, we investigated whether inter-temporal decisions in the range of seconds would lead to similar brain activations found in delay discounting tasks with reward delays of longer intervals. There is accumulating evidence that different temporal processing mechanisms operate on separate time scales (Wittmann, 2009). Inter-temporal choices, and their underlying processes, could also depend on the reward delay subjects have to consider when making their decisions. Two very recent studies have varied the wait time before a reward was delivered by using an interval of several second, and having a maximum delay of 13.5 seconds (Luhmann et al., 2008; Gregorios-Pippas et al., 2009). In the present event-related fMRI study, we employed a delay-discounting task where reward delays varying in the range of two to several seconds (4, 16, 32, and 64 s) had to be experienced, meaning participants had to actually wait through the delays via an on-screen countdown, before they could press a button to see how the outcome of their choice affected the running total reward that would be received at the end of the scanning session. We predominantly analyzed brain activation in two specific regions of interest that have been shown to be implicated in the perception of time as well as inter-temporal decision-making – the striatum and the insular cortex. The striatum has repeatedly been implicated as critical for the estimation of time intervals in the range of seconds (Wittmann et al., 2007a; Hinton & Meck, 2004). Likewise, the insular cortex has strong involvement in the perception of time (Craig, 2009; Wittmann, 2009). Since these two brain regions are also differentially involved in reward prediction in the range of minutes (with real rewards) and years (hypothetical rewards) (Tanaka et al., 2004; Wittmann et al., 2007b), we wanted to find out whether the striatum and the insular cortex would also be activated for inter-temporal decisions within the range of seconds with delays that are actually experienced.

**Materials and Method**

**Subjects**

Thirteen right-handed, healthy volunteers were interviewed to participate in the study (6 females; mean age 30.2 years, S.D. ± 8.2 years; average education level 15.7 years, S.D. ± 1.2 years). All participants denied a history of drug or alcohol dependence or regular use of...
prescription medications other than oral contraceptives. Additionally, subjects gave written informed consent, as approved by the University of California, San Diego Human Research Protection Program.

**Behavioral Paradigm**

During the fMRI run, subjects completed a delay discounting task (see Figure 1), based on a paradigm previously utilized by Lane et al. (2003). Throughout the task, subjects were repeatedly presented with the option of a nearly immediate reward or a delayed reward and were instructed to choose one of the two by pressing a corresponding button on a response box. The immediate option consisted of a reward value of $0.01, $0.06, $0.12, $0.18, or $0.24 available after a constant 2 second waiting period. The delayed option had a constant reward value of $0.24, but the waiting period varied between 2, 4, 16, 32, and 64 seconds. After the selection of an option, subjects waited through the chosen delay period and then were able to press the same button on the response box to see how the outcome of their choice had affected their total reward. The running total of the subject’s earnings was shown at all times in the upper center portion of the display screen. With this design we were able to assess which brain regions are active when choosing the immediate or the delayed option as well as when viewing the accumulating reward at the end of each trial. Subjects were informed that they would receive the final sum at the end of the scanning session.

It is important to note that although there were smaller and the longer delay choices within a given trial, they both carried the same delay to actual reward consumption – after the scan when the subject received a check. Nevertheless, we consider our task to involve similar decisions and collections of rewards as situations where a video game player or gambler makes decisions and experiences delays while accumulating points for redemption at the end of a session. At the end of each trial, subjects receive the consequences of their initial choice and this consequence is hypothesized to be the rewarding component of the task.

The delay periods were presented to subjects with each of the five varying monetary reward options ($0.01, $0.06, $0.12, $0.18, or $0.24) for one delay period (defining one block), before moving on to the next delay period and cycling through the monetary rewards again. The reward values were presented in ascending order within blocks. The inter-trial interval lasted 5 seconds. After cycling through all five delay period blocks, subjects began again at the 2 second delay and repeated the same presentation order until they completed the second round. The order of presentation can be found in the supplemental information (Table S1).

For the first five trials the smaller immediate and the larger delay option consisted of a 2 s wait time each. The choice on these trials is obvious since subjects choose the larger reward in all cases. This condition is a control to ensure subjects are attending to the stimuli and choosing rationally. Because the amount of immediate choices affects the number of trials one can complete in a fixed amount of time (8 min 32 s), subjects completed a varying amount of delay period cycles. In order to prevent subjects from devising any reward maximization strategy, they were not instructed about the duration of the run.

**fMRI-Data Acquisition**

The blood oxygen level dependent (BOLD) fMRI data were collected during the task using a Signa EXCITE 3.0 Tesla-GE scanner (T2*-weighted echo planar imaging (EPI) scans, TR = 2000ms, TE = 32 ms, FOV = 220 × 220 mm, 64 × 64 matrix, thirty 2.6 mm axial slices with a 1.4 mm gap, 512 whole-brain acquisitions). For anatomical reference, a high-resolution T1-weighted image (spoiled gradient recalled (SPGR), TI = 450, TR =8ms, TE = 3ms, FOV = 250 mm, flip angle = 12°, 176 sagitally acquired slices 1x0.97x0.97 mm³ voxels) was obtained during the same scanning session.
**fMRI Protocol Analysis Pathway**

All image processing and analysis of this event-related fMRI study was done with the Analysis of Functional Neuroimages Software (AFNI) package (Cox, 1996). For preprocessing, EPI images were interpolated to correct for three-dimensional motion, time-corrected for non-simultaneous slice acquisition, and normalized to Talairach coordinates (Talairach & Tournoux, 1988). The event-related time series data for each individual was then analyzed using a multiple regression model. Five regressors of interest were created to measure the neural substrates contributing to each element of the task: (1) the initial five choices, used not for specific analysis contrasts but to account for the early trials in which the delay times were equal at 2 seconds for both immediate and delayed options, (2) the immediate option, when the subject chose the immediate reward, (3) the delayed option, when the subject chose the delayed reward, (4) the immediate collection, when the subject collected the reward for the immediate option, and (5) the delayed collection, when the subject collected the reward for the delayed option. Additionally, three movement-related nuisance regressors were used to account for residual motion (in the roll, pitch, and yaw directions). A regressor was included for filtering out activation attributable to noise. To achieve this, white matter was segmented and the time series was extracted and entered as a regressor to the deconvolution analysis.

The regressors of interest were convolved with a modified gamma variate function to account for the delay and dispersion relating presumed neural activation to hemodynamic changes measured by the BOLD response (Boynton et al., 1996). The AFNI program 3dDeconvolve calculated the estimated voxel-wise response amplitude, and a Gaussian filter with FWHM 6 mm was applied to voxel-wise percent signal change data to account for individual anatomical variations. Moreover, statistical analysis using planned two-tailed t-tests were performed on a series of a priori determined contrasts, which included: (1) the difference between choosing the immediate and delayed option vs. baseline, respectively, (2) the difference between choosing the delayed versus the immediate reward option, (3) the difference between collecting (experiencing) the immediate and delayed reward vs. baseline, respectively, and (4) the difference between collecting delayed versus immediate rewards.

**Statistical Analyses**

Voxel-wise percent signal change data for the whole brain were entered into a t-test, using the AFNI program 3dTtest, to examine activation during the various conditions of the delay discounting task. A Gaussian filter with full-width half-maximum (FWHM) of 4 mm was applied to the voxel-wise percent signal change data to account for individual variations of the anatomical landmarks. A threshold adjustment method based on Monte Carlo simulations was calculated using the AFNI program AlphaSim in order to guard against identifying areas of false positive activation. Based on these simulations, it was determined that a voxel-wise a-priori probability of 0.05 would result in a corrected cluster-wise activation probability of 0.05 if a minimum volume of 704 μL ml and a connectivity radius of 4.0 mm was considered. Additionally, a priori regions of interest (ROI), defined by the Talairach demon atlas (Lancaster et al., 2000), in bilateral cingulate, striatum, and insular cortex were used as anatomical masks in an ROI based analysis. Within these constrained search regions, a voxel-wise a priori probability of p < 0.05 resulted in a corrected cluster-wise activation probability of p < 0.05 when using a minimum volume of 256 μL, with a cluster connectivity radius of 4.0 mm for an insular, striatal, and cingulate cortex cluster.

Moreover, voxel-wise correlational analyses were conducted between behavioral and fMRI data. Specifically, subjects’ number of immediate choices (number of trials in which the immediate option was chosen divided by the total number of trials) and the average reaction time for a choice was correlated with brain activation (whole brain) to quantify behavioral...
attributes. Using the statistical package R (Ihaka & Gentleman, 1996), clusters of significant correlation were accepted with a cluster-wise activation probability \( p < 0.05 \) and a minimum volume of 704 \( \mu \text{L} \). The percent signal change found in these areas was extracted and used for subsequent scatter plots.

Results

Behavioral Analyses

Traditionally, studies of delay discounting have examined choice patterns by fitting the data to the hyperbolic function \( V = \frac{A}{1 + kD} \). \( V \) represents the subjective value of the reward, or “indifference” point at which the subject prefers the immediate small and delayed large rewards equally. The value \( A \) represents the value of the larger reward, \( D \) represents the delay to the larger reward, and \( k \) represents the rate at which the function declines as the delay increases. This hyperbolic equation was fitted to individual subject data, explained 94\% of the variance on average, and resulted in an inter-individual average \( k \) value of 0.106 (S.D. = 0.071, range 0.003 – 0.197). Figure 2 shows the hyperbolic function derived by fitting the mean indifference point of all 13 subjects across each delay value. Individual subject data for number trials completed, percent immediate choices, average delay period, \( k \)-value, and R-squared value can be found in the supplemental information (Table S2). On average, subjects chose the more immediate options (short delay and smaller reward) on 43.3\% (± 17\%) of all trials (range = 14.3\% – 64.3\%). The average decision time to the task was 1.75 seconds (S.D. = 0.32s).

fMRI Analyses

Immediate and Delayed Options vs. Baseline—The whole brain analysis (\( p < 0.05 \), corrected; \( V > 704 \mu \text{L} \)) revealed that several brain areas were activated during both the immediate and the delayed choices (see Tables S3 and S4 in the supplemental information). Specifically, bilateral insula, striatum, inferior frontal/middle frontal gyri, inferior/superior parietal lobule, pre/postcentral gyri, precuneus, and cuneus were more active when individuals decided between the immediate or delayed option relative to the baseline (referring to intervals not defined by a specific regressor). Moreover, there was significant deactivation in the left cingulate gyrus during option selection condition relative to baseline. ROI based analysis (\( p < 0.05 \), corrected; \( V > 256 \mu \text{L} \)) also showed significant activation in bilateral insula and striatum during both immediate and delayed choice conditions (see Figure 3).

Immediate versus Delayed Options—When immediate and delayed options were contrasted in the ROI-based analysis (\( p < 0.05 \), corrected; \( V > 256 \mu \text{L} \)), a distinction in striatal processing was found between the two conditions. In bilateral ventroanterior striatum, there was significantly greater activation in response to choosing the immediate option as compared to choosing the delayed option (see Figure 4A) (see Table S7 in the supplemental information for whole brain activation sites).

Immediate and Delayed Collections vs. Baseline—Relative to baseline, bilateral insula, superior temporal gyri, and inferior parietal lobule were more active during the immediate and delayed collection conditions as compared to baseline (whole brain analysis: \( p < 0.05 \), corrected; \( V > 704 \mu \text{L} \)). Regions of significant deactivation were found in bilateral medial prefrontal cortex and left precentral gyrus for both collection conditions (see Tables S5 and S6 in the supplemental information). Targeted region of interest analyses (\( p < 0.05 \), corrected; \( V > 256 \mu \text{L} \)) showed that bilateral insular cortex was active during both immediate and delayed reward collection (versus baseline), which is consistent with the...
whole brain analysis. In addition, the bilateral striatum was found to be significantly activated during the delayed reward collection.

**Delayed versus Immediate Collection**—A similar disparity in ventroanterior striatal activation was seen when comparing the immediate and delayed reward collection. However, as opposed to the option conditions, in this case the delayed reward collection resulted in significantly greater striatal activation as compared to the immediate reward collection (see Figure 4B) (see Table S8 in the supplemental information for whole brain activation sites).

**Behavior and Brain Activation**

A voxel-wise correlation analysis on the whole brain was carried out to determine whether the degree of activation during each of the task conditions was related to subject choices. We found that the degree of activation when choosing immediate options in a region within bilateral right inferior frontal gyrus (x, y, z = 38, 28, −3) was significantly (p < 0.05, corrected; V > 704µL) correlated with the percent immediate rewards chosen during the task (see Figure 5A), i.e. the stronger the activation the more frequently the subject selected the immediate option. Conversely, activation in a different region encompassing the superior temporal gyrus and the right inferior frontal gyrus when choosing delayed rewards (x, y, z = 38, 3, minus;14) was negatively correlated (p < 0.05, corrected; V > 704µL) with the percent of immediate options chosen (see Figure 5B), i.e. greater activation in this area was associated with a lower frequency of selecting the immediate option.

**Discussion**

This investigation yielded four main findings. First, bilateral anterior insulae and striatum displayed significant activation during the choice of both the immediate and delayed options. Second, anterior and posterior insula were activated during the collection of both immediate and delayed reward. Third, there was greater activation in ventroanterior striatum when subjects chose the immediate as opposed to the delayed option. Fourth, ventroanterior striatum exhibited greater activation when subjects collected the delayed larger reward relative to the immediate smaller reward.

**Ventral Striatum Activation to Inter-temporal Choice and Outcome**

The ability to select between potential actions that lead to advantageous or disadvantageous outcomes is essential for maximizing goal-directed activities. The neural process and computations that underlie our decisions are manifold. There is considerable evidence that the striatum is a critical component in the processing of reward, including reward expectations, reward choices, and actual reward evaluations leading to goal-directed behavior (Hassani et al., 2001; Schultz et al., 2000; Cardinal et al., 2004). Several fMRI studies have demonstrated ventral striatum activity during the anticipation of conditions associated with rewards versus those without rewards (Knutson et al., 2001; Tanaka et al., 2004). Our findings of ventral striatum activation in both decision conditions, the immediate and the delayed reward (Fig. 3), further evidences the general notion that the ventral striatum, among other regions, tracks the perceived value of a potential reward (Kable & Glimcher, 2007; Plichta et al., 2009; Gregorios-Pippas et al., 2009). Moreover, the specific ventral striatum activation for the immediate choices (Figure 4) complements the notion that more ventral parts of the striatum code for the selection of short-term reward options versus delayed options (Tanaka et al., 2004).

Perhaps our most interesting finding in our data is that the ventral striatum has greater activation when collecting the delayed larger reward as compared to the more immediate,
smaller, reward (Figure 5). While the ventral striatum has been shown to be involved in the decision stage of selecting immediate rewards, it seems that it is also implicated in the reward collection stage, especially for receiving a greater reward after a longer delay. In addition, the ventral striatum has been shown to increase in activity after receiving a reward or immediately before a reward (Kable & Glimcher, 2007; Breiter et al., 2001). Therefore, the ventral striatum is activated in accordance with the decision-processing stage – during action selection when one chooses the sooner reward, and reward collection when one actually collects the larger reward. Thus, the ventral striatum is active when people either desire something immediately or when they receive a greater reward for which they delayed gratification.

**Insular Cortex Activation and Decision Making**

Insular regions are critical components of the decision-making neural network, integrating visceral sensations and emotional states to modulate decisions (Craig, 2002). In accordance with Damasio’s ‘somatic marker hypothesis’ (Damasio, 1994), the insular cortex integrates interoceptive information as a basis for judging reward values and, thus has an involvement in action selection. For example, the right anterior insula is related to risk-taking decisions when subjects select a “risky” response as compared to a “safe” response (Paulus et al., 2003), also showing activated in fMRI studies examining simple preference judgments (Paulus & Frank, 2003), and when performing a task to receive monetary rewards (Knutson et al., 2000). Results of our delay discounting task, which employed delays in the range of seconds, supports findings from several fMRI studies showing that the insular cortex is strongly involved in the selection process between two reward delays (McClure et al., 2007; Monterosso et al., 2007; Tanaka et al., 2004; Wittmann et al., 2007b). In the present study, we found pronounced bilateral anterior insula activation for both immediate and delayed choices (Figure 3). However, contrary to an earlier finding with inter-temporal choice tasks employing a different set of time scales (Tanaka et al., 2004; Wittmann et al., 2007b), we did not find differences in insular cortex activation depending on whether participants choose immediate or delayed monetary incentives in range of seconds.

**Inferior Frontal Correlation to Decision Making**

Several fMRI studies have revealed a strong relationship between decision processes and frontal and parietal areas of the brain, both of which contribute to dissociable sub-processes of selecting among competing response options (Zysset et al., 2002; Paulus et al., 2004). Greater relative activity in dorsolateral and ventrolateral prefrontal cortices (as well as the inferior parietal cortex) can be detected in fMRI delay discounting studies when subjects choose between temporally delayed options (Tanaka et al., 2004; McClure et al., 2007; McClure et al., 2004; Monterosso et al., 2007). These studies support the notion that areas involved in executive control are important for being able to delay rewards as opposed to giving in to selecting smaller but sooner rewards. Since the right inferior frontal gyrus is known to be specifically important for inhibitory control of behavior (Aron et al., 2003), this region could facilitate the control of premature or impulsive actions, such as selecting an immediate reward when a larger reward is available at some later time point. Our results show that two adjacent regions of the right inferior frontal cortex (Figure 5) are related to choices for immediate and for delayed rewards. A greater percent signal change in the two regions is associated with whether the subject was choosing immediate or delayed rewards, meaning that one region in the inferior frontal cortex was active during short-term choices (Figure 5A) whereas another region in close spatial proximity was active during selection of delayed rewards (Figure 5B; note, that as depicted in the Figure the superior temporal gyrus is also strongly implicated).
It may be argued that the subject’s choice for an immediate reward can be regarded as rational, since the delay to receiving a reward introduces the possibility that events may interfere during the delay and thus decrease the likelihood that the reward will remain available (Takahashi, 2009). In the present task, when participants favored the delayed option, and consequently had to wait longer they used up more time idling and therefore had fewer selections to make in the total task time. Thus, the additional right-sided inferior frontal region correlating in activity with the selection of immediate responses can be interpreted as deriving from a rational trade-off between time and money. Subjects had to take into account (1) that choosing more delayed rewards could lead to a greater overall monetary gain but (2) that the response for the more immediate reward was related to less waiting time and thus more choices.

The time vs. money trade-off is an important but unavoidable limitation within our fMRI design. We employed a procedure in which the critical variable of wait time before reward reception was dynamically varied based on the subject’s choices within the total duration of the experimental run – which, again, had a fixed length. However, this arrangement may allow subjects to devise reward-optimizing strategies (Schweighofer et al., 2006), thereby making interpretation more difficult. Two such strategies are possible. First, if considering a fixed length of the run, subjects could have attempted to maximize overall reward, thus complicating the effect of delay within a temporal discounting context. However, in the present case subjects had no idea how long the run would last. Therefore, it would not have been possible to accurately calculate a strategy that maximized earnings. Second, for each trial subjects could have calculated the relative payoff for each choice as reward density, or cents per second (i.e. 12 cents in 2 s for the more immediate reward equals 24 cents in 4 seconds for the more delayed reward). Across all subjects, 75% (range: 41% – 93%) of all choices were for the option with the larger reward density (cents per second), but less than half of all switches (47.5%) occurred at the optimal point within a block (e.g., the point of switching from taking the delayed option to choosing the immediate option, which would have maximized reward amount in that block). Thus, although optimizing strategies may have occurred on individual decisions, the obtained behavior patterns do not indicate the existence of a predominant global strategy. In addition, it should be noted that using optimizing strategies is not logically incompatible with temporal discounting processes. When assessing delayed and immediate options (real or hypothetical), there is little evidence to suggest that individuals do not calculate rough estimates of time vs. reward trade-offs. Additionally, regardless of the subjects’ choice strategies, delays and collection of reward were necessarily experienced on every trial, and immediate versus delayed options were clearly distinguished by unique brain activation patterns.

The neuroscience of temporal discounting is still in its infancy. Since the duration of time until a reward is to be received is viewed as a cost to be weighed against the benefits of the reward, the anticipation of duration is an essential component when deciding which option to take (Zauberman et al., 2009; Wittmann & Paulus, 2009; Gregorios-Pippas et al., 2009). In fact, the striatum, the insular cortex as well as inferior frontal regions – our three main regions of interest in this seconds range delay discounting study – are areas of the brain that are strongly involved in the perception of duration and the timing of behavior, also within the seconds range (Wittmann et al., 2008; Pouthas et al., 2005; Stevens et al., 2007; Wittmann, 2009). Since time is an important dimension when individuals make decisions, future neuroimaging studies that combine both delay discounting and measures of time perception will help reveal the relationship between the subjective experience of time and inter-temporal decision making (Gregorios-Pippas et al., 2009). Moreover, an extensive body of knowledge exists concerning animal studies with delay discounting intervals spanning several seconds (Cardinal, 2006; Monterosso & Ainslie, 1999), that demonstrates how discounting of a reward happens within delays of a few seconds. However, newer
evidence on the neural basis of inter-temporal choice in humans is starting to accumulate, enabling researchers to draw comparisons between human and animal studies – the former employing neuroimaging techniques and the latter using invasive methods.

This study extends research into delay discounting by using a task that varied in the multiple seconds range, as well as required subjects to wait through the chosen delay period before collecting a reward. In summary, our results suggest the participation of three key brain structures – the ventral striatum, the insular cortex, and the dorsal frontal cortex – in deciding between options characterized by a trade off between reward magnitude and reward delay. The data indicates that the ventral striatum processes both the choice and the reception of rewards, potentially by integrating body signals via interoceptive information processed in the insular cortex, for judging the reward values. In addition, the inferior frontal cortex might be involved in action selection and inhibition depending on the reward evaluation mediated by striatal-insular processes.

**Supplementary Material**

Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Subjects were repeatedly presented with a nearly immediate (right side) and a delayed reward option (left side) and instructed to choose one of the two by pressing a corresponding button on a response box. The immediate option consisted of a reward value of either $0.01, $0.06, $0.12, $0.18, or $0.24 available after a 2 second waiting period. The delayed option had a constant reward value of $0.24, but the waiting period varied between 4, 16, 32, and 64 seconds. A running total of the subjects earning was shown at all times in the upper center portion of the display screen.
Figure 2.
The hyperbolic function derived by fitting the mean indifference point of all subjects across each delay value (2s, 4s, 16s, 32s, and 64s). Indifference points represent the mid-point at which the subjects switched from choosing the delayed reward to the immediate reward.
Figure 3.
ROI based analysis: bilateral caudate and anterior insula exhibited significantly greater activation \((p < 0.05, \text{corrected}; V > 256 \, \mu L)\) during both immediate (A) and delayed (B) decisions (selecting an option) as compared to baseline.
Figure 4.
ROI based analysis (p < 0.05, corrected; V > 256 μL): A) Ventroanterior striatum exhibited significantly greater activation when subjects chose the immediate option than when they chose the delayed option (contrast: delayed vs. immediate option). B) The ventroanterior striatum displayed significantly greater activation when collecting the delayed as opposed to the immediate reward (contrast: delayed vs. immediate collection).
Figure 5.
Whole brain analysis ($p < 0.05$, corrected; $V > 704\mu$L): (A) the percent of immediate options chosen by the subject was positively correlated with activity in the right inferior frontal gyrus during selection of the immediate option. (B) a negative correlation was found between the percent of immediate options chosen by the subject and activity in the right posterior temporal gyrus and the inferior frontal gyrus during selection of the delayed option.